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Abstract—In the contemporary era, with the ready 

availability of high-resolution and real-time satellite imagery, 

the field of low-altitude mapping remains an area yet to be 

resolved. In this study, the aim was set to reconstruct maps 

utilizing aerial images obtained from Unmanned Aerial Vehicles 

(UAVs) through the utilization of open-source tools. 

Furthermore, an analysis of the influence of flight altitude and 

speed was undertaken. Promising results were achieved as maps 

were successfully generated not only from vertically captured 

videos but also from overhead videos. Additionally, a 

comprehensive analysis was conducted to partially elucidate the 

impact of flight altitude on the quality of the captured images. 

Through this research, an expansion of mapping techniques was 

enabled by harnessing the capabilities of UAVs and open-source 

tools, thereby introducing a new dimension to cartography. The 

importance of considering flight parameters such as altitude 

and speed for optimizing map reconstruction from low-altitude 

sources was underscored by the findings. These outcomes carry 

significant potential for various applications, including 

environmental monitoring, disaster management, and urban 

planning. 
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I. INTRODUCTION  

In recent years, satellite imagery has become readily 

available for visualizing landscapes from above. However, 

mapping at low altitudes remains an unresolved challenge. 

Given that Unmanned Aerial Vehicles (UAVs) typically fly 

at altitudes within 100 meters from the ground, they hold 

great potential in this field. Yet, with the demand for high-

resolution and real-time map generation today, it appears that 

current UAV mapping systems still have room for 

improvement. 

In this paper, we aim to develop a fast and high-resolution 

2D scene reconstruction algorithm using aerial images 

downloaded from UAVs. The reconstructed 2D scenes are 

expected to achieve a resolution of at least 5 pixels per meter, 

as demonstrated by ground markers measuring 1 meter by 1 

meter within the surveillance area. 

Upon reviewing the current utilization of UAVs in the 

fields of geography and surveying, it became evident that the 

primary focus of discussion lies in 3D mapping [1]–[3]. Many 

literature sources describe the process of creating 3D maps 

by initially synthesizing images and generating 2D maps. 

However, this process seems to be overlooked, possibly due 

to the reliance on commercially available image processing 

software or software provided by UAV manufacturers for 

specific products [4]–[7]. This oversight can be seen as a 

problematic aspect from the perspective of promoting the 

widespread adoption of UAV utilization. The requirement for 

an initial investment in paid software raises the barrier to 

entry and limits flexibility in terms of adapting UAV usage 

according to specific situations. Additionally, relying on 

software provided only for certain products hinders the 

flexibility of utilizing UAVs for various purposes. 

Therefore, set two main objectives for this project. The 

first is to reconstruct 2D maps from videos captured by UAVs 

using open-source tools. The second is to analyze the 

influence of UAV flight altitude and angles on the resulting 

resolution. 

By addressing these objectives, we seek to overcome the 

existing limitations in UAV-based mapping and contribute to 

the advancement of this field. The potential applications of 

high-resolution and real-time 2D map reconstruction are vast, 

ranging from urban planning and environmental monitoring 

to disaster response and infrastructure management. 

Additionally, the development of open-source tools allows 

for wider accessibility and collaboration among researchers 

and practitioners, fostering further innovation in this area. 

In this paper, we will discuss the methodology, 

experimental setup, results, and analysis related to achieving 

the project objectives. Furthermore, we will examine the 

limitations and propose potential solutions to improve the 

accuracy and efficiency of UAV-based 2D map 

reconstruction. Through this research, we aim to contribute 

to the advancement of UAV mapping technology and 

facilitate its adoption in various domains. 

II. RESEARCH METHODOLOGY 

The main focus of this research is to reconstruct a map 

from videos captured using UAVs. Reconstructing a map can 

be seen as creating a single image, so considering this, we 

have decided to adopt a method of extracting frames from the 

videos and stitching them together. Additionally, due to the 

nature of using UAVs as the filming equipment, it was also 

considered necessary to correct the image distortion caused 
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by the filming angle before stitching, as the camera angle may 

not be perpendicular to the ground. To summarize, the 

algorithm needs to be formulated to achieve the workflow 

shown in Fig. 1. Therefore, we individually examined each 

process, conducted necessary experiments, and finally 

combine them, as shown in the following subsections. 

A. Frame Extraction 

A more detailed approach to frame extraction involves 

reading the input video and saving the corresponding frames 

as images at regular intervals specified in seconds. This 

process continues until the video is finished. The flow of the 

algorithm is shown in Fig. 2. 

First, video loading can be done using the VideoCapture 

method from the open-source library OpenCV. From there, 

we can retrieve the total number of frames in the video and 

the number of frames per interval for image retrieval. Once 

that is done, we iterate through all the frames using the read 

method, starting from 0 and continuing until the end of the 

video. We save the frames as images only when the frame 

number is a multiple of the specified interval. 

By following this process, it becomes possible to 

accurately retrieve frames from the video at the specified 

intervals. 

B. Distortion Correction 

We assume a general scenario where the vertical position 

relative to the ground is considered 0 degrees, and the angle 

can vary up to a maximum of 89 degrees facing forward. We 

do not consider special camera angles, such as diagonal or 

sideways orientations. In this situation, the image will exhibit 

distortion where the foreground appears larger and the 

background appears smaller. To address this, we use OpenCV 

to compress the bottom edge of the image, simultaneously 

equalizing the scale. Compression of the bottom edge is 

achieved by performing vertex manipulation using OpenCV's 

getPerspectiveTransform method. 

 

Fig. 1. The flow of algorithm to generate map images from video captured 
by UAV. 

 

Fig. 2. Algorithm flow to obtain images at regular intervals of frames. 

 

However, it is anticipated that the required compression 

ratio is not constant, and it needs to be automatically 

calculated. To accomplish this, we will manually adjust and 

analyze the captured images of calibration paper while 

changing the angle using a tripod. By obtaining and analyzing 

the necessary compression ratios, we can ensure that the 

distortion is corrected. The correction of distortion is 

confirmed by acquiring the coordinates of two reference 

points aligned vertically in the image and checking if their x-

axis values match. The use of calibration paper serves the 

purpose of visually identifying the distortion through vertical 

lines and also to provide a reference for obtaining coordinates 

using OpenCV's setMouseCallback method. The calibration 

result is shown in Fig. 3. 

It is important to note is that to avoid being affected by 

the number of pixels in the image, the compression should be 

done proportionally rather than using a constant value. 

Additionally, considering UAV-based photography, it is 

necessary to investigate whether distortion is influenced by 

not only the angle but also the height. Therefore, similar 

experiments and analyses should be conducted by changing 

the height. 

By doing so, it becomes possible to automatically 

calculate the required compression rate based on the 

parameters of height and angle and use it to correct the 

distortion. 
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(a) 

 

(b) 

Fig. 3. (a) Captured image; and (b) Same image after distortion correction. 

C. Image Composition 

Image stitching is achieved using the Stitcher method in 

OpenCV. Image stitching is the process of finding matching 

key points and overlaying them. However, it is anticipated 

that synthesizing a large number of images at once could be 

challenging due to device memory limitations. Therefore, 

three methods have been devised, and a comparison will be 

conducted for each of them. 

The first method involves stitching all the images at once. 

The second method involves stitching only the first 20 images 

from the image list and setting the result as the new first 

image, and then repeating the process of stitching the first 20 

images from the updated list. The last method involves 

dividing the list into separate lists of 20 images each, and 

repeatedly stitching the results of each sub list, also consisting 

of 20 images. 

In addition, for the image stitching experiments, a list of 

frames extracted from the video is required. Therefore, the 

experiments will be conducted simultaneously with the frame 

extraction process. 

 

D. Full Process with UAV Flight 

After conducting empirical experiments for the three 

phases: frame extraction, distortion correction, and image 

stitching. Aerial videos will be captured using the UAV to 

confirm the proper functioning of the entire algorithm and to 

perform analysis and possible improvement. 

Based on the previous considerations, the overall flow of 

the system at this stage can be seen in Fig. 4. There are two 

experiments to be conducted using this setup. The first is to 

generate images from videos captured in a vertical orientation 

relative to the ground. The second is to generate images from 

videos captured at an angle relative to the ground. Both 

experiments require actual video captured from the airborne 

UAV. The successful generation of these images will be 

extracted for further analysis, including the determination of 

necessary overlap ratios. The experiments will be conducted 

at selected locations within Taylor's University Malaysia. 

 

Fig. 4. Flow of the overall algorithm to stitch all images at once. 
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E. Accuracy Enhancement 

Finally, we investigate the influence of parameters by 

running the formulated algorithm multiple times on the same 

video to examine the conditions for optimal generation. 

Detailed results will be presented in the Section III, but as a 

premise, it has been determined that image composition will 

be performed by combining 20 frames at a time and further 

synthesizing the results in batches of 20 frames. 

Regarding the experimental setup, we attempted 10 

patterns of frame extraction intervals ranging from 0.1 

seconds to 1 second on the same video. Additionally, we 

conduct image composition using every 10 frames, 20 

frames, and 30 frames to determine the optimal interval and 

number of compositions. To account for uncertainties in a 

single run, we perform 10 repetitions for each pattern, 

resulting in a total of 300 trials for one video.  

In our work, the overlap ratio, �, for each frame extraction 

interval was obtained with the following equations: 

 ������ = 	
�� × ��� (1) 

 ��
���� = 	
�� × Δ��� (2) 

 � = �1 − �������
����� 

! (3) 

where ������ and ��
����  are UAV distance travelled on a 

single frame and the cutoff distance by the algorithm 

respectively; 	
��  is the actual flying speed of UAV, which 

can be controlled by our UAV autopilot algorithm; and ��� 

is the time taken to fly from one end of the image to another, 

while Δ���  is the interval time (update time) of our 

algorithm. 

III. RESULTS AND DISCUSSION 

A. Distortion Correction 

An algorithm as described in Section II was developed to 

compress the base of the images by a specified ratio. In this 

algorithm, a 90-degree counterclockwise rotation is also 

performed due to different axes between the captured images 

and the UAV. The main functionality is to receive an image 

and a compression ratio as input, and then compress the base 

of the image accordingly. Additionally, it is possible to obtain 

the coordinates of selected points using the cursor on the 

display during the result verification, and the alignment of 

their x-axis confirms the correction of image distortion. 

For the experiment, images were captured at 5 different 

camera angles: 10, 20, 30, 40, and 50 degrees, combined with 

3 different heights: 22.7 cm, 35.6 cm, and 44.1 cm. All 

captured images were manually adjusted. The results are 

presented in the Table I, and is plotted in Fig. 5. 

Fig. 5 reveals several insights. Firstly, it shows that as the 

angle values increase, the compression ratio also increases. 

Moreover, this increase follows a linear proportionality. 

Secondly, it is evident that there is no significant difference 

in the trend based on height. This indicates that the only 

necessary parameter for correcting distortion is the angle. 

 

TABLE I.  THE COMPRESSION RATIO OF THE BASE TO ACHIEVE 

UNIFORM SCALING OF IMAGES 

Height (cm) Angle (degree) Compress Ratio, " 

22.7 

11 0.088 

20 0.151 

31 0.223 

40 0.295 

49 0.355 

35.6 

10 0.085 

19 0.145 

31 0.227 

40 0.293 

49 0.355 

44.1 

10 0.086 

20 0.153 

30 0.210 

40 0.286 

49 0.357 

 

B. Frame Extraction and Image Composition 

Based on the algorithm described in Section II, the 

algorithm was coded to generate a list of extracted images. 

This image list is then passed to the image stitching phase. 

For the image stitching code, the images are stitched 

according to the three methods as discussed. Tests were 

performed for each case. To conduct the tests, sample of high-

quality videos (1080p) that was captured using UAVs that 

were widely available on video-sharing platforms were used. 

This approach allows us to focus solely on verifying whether 

the code functions correctly and comparing the differences 

resulting from each method. 

 

 
 

Fig. 5. Compression Ratios of the base against camera angles. 
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(a) 

 

(b) 

 

(c) 

Fig. 6. (a) Results for the case of stitching all images at once; (b) stitching 

20 images at a time from the front; and (c) stitching 20 images at a time 
and then further stitching the results in sets of 20. 

Based on these experiments conducted on the same video 

using the three methods, the results are shown in Fig. 6. 

Firstly, it is evident that the second method results in blur 

outputs. Furthermore, the blurriness is more pronounced on 

the left side, which can be attributed to the degradation of the 

image caused by repeated stitching. While the first and third 

results may initially appear similar, a clear difference 

emerges when increasing the number of images to be stitched. 

When conducting experiments simulating longer duration 

videos by reducing the frame extraction interval, the first 

method frequently failed due to insufficient memory, 

whereas the third method consistently produced successful 

results. 

Therefore, for this research, the approach of stitching 20 

images at a time and further stitching the results in sets of 20 

has been chosen as the preferred method for image stitching. 

C. Actual UAV Experimental Footage 

The construction of UAV for video recording purposes 

has been widely documented and therefore will not be 

included in this paper. The UAV used for this experiment was 

built in-house at Taylor’s University, interested readers can 

refer to our previously published work [8]–[11]. 

There are two main changes from the initial predictions 

based on the research methodology. First, the height 

parameter was removed from the input parameters. Second, 

the image synthesis method was modified. Additionally, the 

code was transformed into a web application in streamlit 

library, allowing interested readers to try out the program at 

https://haniwa828-fyp-main-famx4w.streamlit.app. 

Using the customized program, we were able to 

successfully generate images from videos captured at various 

part of the Taylor’s University Malaysia Campus. The image 

stitching results for various location from our work can be 

seen in Fig. 7. From the obtained results, although there are 

some minor losses, the generated images generally follow the 

flight path, indicating that the program is functioning 

correctly. 

Next, for the experiment of videos with angled shots, the 

results obtained is shown in Fig. 8. 

 

(a) 

 

(b) 

 

(c) 

Fig. 7. Stitched images generated from video from (a) Courtyard; (b) Car 

park; and (c) Futsal court; all at Taylor’s University Malaysia. 
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(a) 

 

(b) 

Fig. 8. Stitched images generated from video with camera angled (a) 50 

degree relative to the horizontal plane; (b) 25 degree relative to the 

horizontal plane; at Taylor’s University Malaysia. 

The results were classified into four categories: Normal, 

Misclassification, Uncertain, and Failed. The criteria for each 

category are as follows: Normal indicates almost perfect 

reproduction without any distortion, Misclassification 

represents a reproduction rate of at least 80% with slight 

noticeable distortions, Uncertain indicates a situation where 

no errors occurred but a significant portion of the image is 

missing or has severe distortion, and Failed refers to cases 

where the generation itself failed. Success rate was only 

calculated for the Normal and Misclassification categories. 

In conclusion, no clear trend could be identified regarding 

the influence of the interval and the number of images 

synthesised at a time on the generation, but some interesting 

points could be found. 

1. There is a tendency for success to be concentrated in 

specific areas.  

2. It is noteworthy that videos captured at a higher speed 

exhibit the highest success rate when the overlap rate is 

at least 73%. Although in this experiment, the frame 

extraction interval was limited to a maximum of 1 

second, but it is possible that when reducing the overlap 

rate in other videos, different areas of success may be 

discovered. 

3. It is particularly intriguing that increasing the number of 

frames synthesized at once does not necessarily result in 

improved accuracy. 

The results obtained in this section has clearly shown that 

the algorithm and the implementation of the work on UAV 

has been successful, up to a certain degree of accuracy. 

However, certain challenges and issues arise during the 

implementation of the work. 

The first issue is the low success rate, as can be seen from 

some of the videos. To address this issue, two potential 

improvements can be considered: 

1. Enhancing the quality of video and image synthesis: The 

quality of the video encompasses not only image 

resolution but also the stability of the footage. In the 

UAV used for the experiment, the flight was not 

consistently stable, causing slight vibrations throughout 

the recording. Additionally, there were intermittent 

interruptions in the footage such as image freezing. 

These factors make it challenging to establish 

correspondence between features in consecutive frames. 

Regarding the quality of image synthesis, although 

OpenCV is an excellent open-source library, it has its 

limitations in terms of accuracy. It could be beneficial to 

explore the possibility to use alternative tools to achieve 

stable image generation, even with challenging footage. 

2. Improvement of the algorithm: Through generating over 

1,000 iterations in various patterns, it is discovered that 

there are specific areas in each video where success is 

more likely to occur. Therefore, by carefully identifying 

these areas, we can significantly reduce the number of 

attempts required to achieve success. 

The next issue concerns the input of camera angles. As 

shown in Fig. 8, the camera angle was set to 50 and 25 

degrees. However, successful results were obtained only 

when the angle was set to 25 degrees. Although a few 

successful cases were observed besides the ones shown in the 

images, they were all within the range of 25-35 degrees. 

When inputting 50 degrees, the generated images either failed 

or exhibited significant flaws. The cause of this issue could 

be the tilting of the UAV during movement. It was an 

oversight during the consideration phase, but UAVs achieve 

forward movement by tilting their bodies while pushing air 

downward for lift. As a result, the camera angle is effectively 

reduced when moving forward. This explains why the 25-

degree input was successful while the 50-degree input failed. 

Considering that UAVs can vary in flying speed and 

direction, it may be challenging to account for this factor. 

However, improving accuracy by addressing this issue is 

undoubtedly possible. 

The third issue is the limitations of the web application. 

Our experiments primarily involved opening the same code 

as the web application on a local server and conducting tests 

there. However, when we deployed it as an actual web 

application on streamlit, we encountered memory limitations. 

The allocated memory in the streamlit-hosted site was 

limited, and even with the most accurate and least memory-

intensive image synthesis method, exceeding the limitation 

resulted in failed generation. To avoid this, it would be 
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necessary to either create a standalone application that 

performs the processing on the user's device or optimize the 

synthesis process to make it more efficient. 

IV. CONCLUSION 

The main objective of the research work - to improve the 

generation of 2D maps from videos taken by UAVs using 

open source - has been achieved. The fact that the camera 

angle is virtually unlimited and that the code created was 

made available as a web application, allowing it to be used by 

many people without depending on the environment or 

model, are also a major achievement. However, there are 

some clear challenges in the current work, such as 

development with open source and free services is not 

sufficient in terms of accuracy due to performance 

limitations. Therefore, we look forward to the development 

of new methods to solve these problems. 
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