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Abstract—This paper develops a method of calculating
the three-dimensional (3-D) coordinates of a target with
image information taken from an unmanned aerial vehicle
(UAV). Unlike the usual approaches to target geolocation
that rely heavily on georeferenced terrain database or ac-
curate attitude sensors, the contribution of the proposed
method is to offset the constraints and also perform 3-D
geolocation of the target based on the relative altitude be-
tween the aircraft and the target calculated using the stereo
vision technique. Considering the poor performance of the
yaw-angle measurement provided by the low-quality atti-
tude sensors in the UAV, a novel vision-based 3-D geoloca-
tion method is designed. The proposed method is proven
to be valid and practical via simulation results and actual
flight experiments.

Index Terms—Altitude estimation, computer vision,
target 3-D geolocation, unmanned aerial vehicle (UAV).

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) are increasingly be-
ing used for a wide variety of missions, such as surveil-

lance, reconnaissance, and intelligence [1]–[4]. In most cases,
a camera is one of the common sensors employed for UAVs to
achieve high autonomy [5]. Today, we see many UAV applica-
tions strongly rely on the vision system, such as a vision-based
autonomous cargo transfer [6], ground target following with a
real-time embedded vision system [7], vision-based navigation
strategy for the UAV to fly in a GPS-denied environment [8], mo-
tion estimation for multirotor UAVs by using only an off-board
camera [9], and automatic detection for wind turbine blade sur-
face cracks based on images taken by UAVs [10]. In particular,
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an accurate and reliable vision-based target position estimation
using an UAV is a fundamental issue for disaster monitoring, tar-
get tracking, and rescue mission. Generally speaking, it depends
on accurate yaw-angle measurements and a known terrain map
for providing altitude information of the target, so it is not suit-
able for the onboard low-quality attitude sensor and unknown
environment. For this reason, this paper aims to solve the prob-
lem by using only vision to estimate the yaw-angle error and
the altitude of the target, which is a challenge.

In recent years, researchers have paid much attention to target
geolocation using visual cameras for the UAV system. Kaminer
et al. [11], [12] showed that the vision-based tracking system
could estimate the coordinates of a moving target in real time
with a gimbal-stabilized camera, but an accurate georeferenced
terrain database like the perspective view nascent technology
system [13] is required to obtain the target’s altitude. Barber
et al. [14] discussed four techniques to reduce the localization er-
ror of a stationary target provided that a terrain map is available.
Campbell et al. [15] developed a square-root estimator to deter-
mine the three-dimensional (3-D) location of both stationary and
moving targets, however, the estimator needs a uniform distribu-
tion of bias uncertainties through a series of special experiments
and so it is not easy to use in practical applications. Han et al.
[16] provided a method to calculate the height of the UAV above
a target using the computer vision, but this method assumes an
accurate attitude-heading reference system (AHRS) mounted in
the UAV. Pachter et al. [17] described a technique for mitigating
AHRS’s errors by taking multiple bearing measurements of the
ground object of interest, it is strongly built upon the assump-
tion that the ground object’s elevation is known. The existing
methods described previously place one or more requirements
on the UAV systems and limit their fields of application.

In order to solve the problem, we develop a method of
calculating the 3-D coordinates of a stationary or moving target
with image information taken from an UAV, equipped with a
low-quality AHRS. The method has none of the aforementioned
requirements, and yet it yields an accurate estimate for the
target location. This proposed vision-based geolocation method
can be considered as an extension of the work reported in
[17]. In that work, AHRS’s heading-measurement bias can
only be estimated using multiple bearing measurements of
the ground object of interest (GOI) and linear regression [18],
but the target’s altitude has not be considered. In this paper,
besides estimating the AHRS’s yaw-angle measurement bias,
the relative altitude between UAV and GOI is obtained as a
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byproduct of employing these multiple bearing measurements.
Specifically, for the estimation of the relative altitude, two kinds
of flight scenarios (overflight and loitering) are discussed here.
For the overflight scenario, a nonverged stereo geometry [19]
can be used directly to compute the relative altitude from two or
more images of the GOI taken in distinct viewpoints. Whereas
for the loitering scenario, due to the significant yaw-angle
measurement bias, it will introduce a large estimation error of
the relative altitude by employing the epipolar stereo model
[20]. In order to deal with this issue, we propose a technique
that utilizes several iterations between the epipolar stereo model
and the linear regression model to jointly estimate the relative
altitude and yaw-angle measurement bias. Once the heading-
measurement bias and the relative altitude are calculated, the
target’s 3-D localization can be accurately estimated as the tar-
get appears in the camera field-of-view. The proposed method
can also be applicable to line of sight (LOS) location scenarios,
like sound source localization in wireless sensor networks [21].

Thanks to the maneuverability and the simple mechanical
configuration of the quadrotor UAV, it has become an increas-
ingly popular topic among researchers and scholars [22]–[24].
In this paper, we use the quadrotor UAV designed by our group
as an experimental platform. Particular attention is given to the
yaw-angle bias provided in the yaw-angle measurement by the
AHRS, where it may vary every time when the AHRS is ini-
tialized. Also, the assumption of unknown and constant bias is
justified in short instances, as in the case that UAV flying over a
ground object.

The main contributions of this paper are as follows.
1) The yaw-angle bias and relative altitude between UAV

and the target can be jointly estimated in overflight and
loitering scenarios using the proposed method.

2) Accurate 3-D target geolocation can be realized even if
the UAV systems do not meet the aforementioned re-
quirements (georeferenced terrain database and accurate
attitude sensors) using the proposed method.

This paper is organized as follows. An overview of the geom-
etry between the UAV and GOI is described in Section II. The
estimation of the relative altitude of the UAV above the GOI is
discussed in detail in Section III. The target location estimation
is introduced in Section IV, followed by the simulation results
to evaluate the efficacy of the proposed method. In Section V,
the results obtained from the flight test data are presented to
verify the method in actual UAV systems implementation. This
paper ends with some concluding remarks in the final section.

II. GEOMETRY

The UAV target geolocation model can be visualized in Fig. 1.
Mathematically [17], it can be expressed as[

xp
yp

]
=

[
xv
yv

]
+

(zp − zv )

(0, 0, 1)Cn
b

⎡
⎣xfyf
f

⎤
⎦

×
[

1 0 0
0 1 0

]
Cn
b

⎡
⎣xfyf
f

⎤
⎦ (1)

Fig. 1. UAV target geolocation model.

where xf and yf are the coordinates of the image of the
GOI’s corresponding point p in the image plane; (xv , yv , zv )T

and (xp, yp , zp)T represent the UAV’s position and the GOI’s
position in the navigation frame n, respectively; and f is
the focal length of the camera. The UAV navigation state
(xv , yv , zv , ψ, θ, φ) is measured by the onboard GPS receiver
and the AHRS. The rotation matrixCn

b [25] represents the trans-
formation from the body frame b to the navigation frame n.

The relative altitude between the UAV and GOI, h, is
defined by

h = zp − zv (2)

where the estimation of h is shown in Section III.
Generally, in a wing-level flight, the pitch and roll angles of

the UAV can be accurately measured, but the yaw-angle mea-
surement is somewhat problematic when a miniaturized mag-
netic flux gate or a compass is employed as it will introduce
large measurement errors. Hence, to facilitate the estimation of
the critical yaw-angle bias δψ, the pitch and roll measurement
errors will be ignored in our studies and only the bias in the yaw
angle is considered.

It should be noted that the GOI is identified and is traced
from frame to frame using an existing feature-tracking algorithm
[26]–[28]. Taking multiple bearing measurements of the GOI
ensures that the yaw-angle bias is correctly estimated using the
optical method proposed in [17]. The estimation process of the
yaw-angle bias δψ is illustrated as follows.

We estimate the parameter γ = [γ1 , γ2 ]T , where

γ1 := [xp, yp ]T

is the position of the ground object and

γ2 := δψ
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is the bias error in the attitude-heading measurement provided
by the AHRS. The measured variables are

y = [y1 , y2 ]T

where y1 := [xv , yv , zv , xf , yf , θ, φ]T and y2 := ψ.
From (1), the measurement equation has the general form

γ1 = F (y1 , y2) (3)

and the actual measurements are

z1 = y1 + w1 , w1 ∼ N(0, Q1) (4)

z2 = y2 + γ2 + w2 , w2 ∼ N(0, Q2) (5)

where the Gaussian measurement noise covariances Q1 is a
7 × 7 symmetric positive-definite matrix, and Q2 is a positive
number. Combining (4) and (5) into the measurement equation
(3), we obtain the nonlinear measurement equation as follows:

γ1 = F (z1 − w1 , z2 − (γ2 + w2)). (6)

Using Taylor’s theorem then yields the linearized measurement
equation

F (z1 , z2) ≈ γ1 +
∂F

∂y2

∣∣∣∣
z1 ,z2

· γ2 +
∂F

∂y1

∣∣∣∣
z1 ,z2

· w1 +
∂F

∂y2

∣∣∣∣
z1 ,z2

· w2 .

(7)

Suppose that N (≥2) bearing measurements of the GOI are
taken at the discrete time k= 1, . . . , N , that is, (z11 , z21 ),
. . . , (z1N , z2N ), linear regression in the parameter γ ∈ R3 can
be formulated by

⎛
⎜⎜⎜⎝
F (z11 , z21 )

·
·

F (z1N , z2N )

⎞
⎟⎟⎟⎠ =

⎡
⎢⎢⎢⎢⎣

I2,

.

.

I2,

∂F
∂y2

|z1 1 ,z2 1

.

.
∂F
∂y2

|z1N ,z2N

⎤
⎥⎥⎥⎥⎦ γ +W (8)

where

W ∼ N(0, Q)

is the equation error with its covariance

Q = diag

⎛
⎝

⎧⎨
⎩
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(
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⎫⎬
⎭
N

k=1

⎞
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From (8), the yaw-angle bias can be solved effectively with
the weighted least-square method introduced in [18]. For the
estimator, suppose that the weighted matrix S(2N × 2N) is a
diagonal matrix whose elements are the reciprocals of the equa-
tion error variances, it [29] proves that the parameter estimate
is unbiased estimate with minimum variance.

According to (1), the partial derivatives are obtained by

Ak :=
∂F

∂y1
|z1 k ,z2 k

, Bk :=
∂F

∂y2
|z1 k ,z2 k

TABLE I
SCENARIOS CONSIDERED IN THE METHOD

Maneuver Employed Camera

Overflight Front
Loitering Side

and the equation covariance is

Q = diag
({
AkQ1A

T
k +BkQ2B

T
k

}N
k=1

)
.

The parameter estimation is thus given by

γ̂ =

[
N∑
k=1

[
I2

BT
k

]
(AkQ1A

T
k +BkQ2B

T
k )

−1
[I2 , Bk ]

]−1

×
N∑
k=1

[
I2

BT
k

]
(AkQ1A

T
k +BkQ2B

T
k )−1F (z1k , z2k ).

(9)

III. RELATIVE ALTITUDE ESTIMATION

In this paper, the relative altitude of the UAV above the GOI
is estimated by using the stereo vision, rather than measured
from a terrain database. Two flight scenarios flown by the UAV
are shown in Table I. In these scenarios, a forward-looking and
a side-looking camera are mounted on the UAV with depression
angle β and with the camera field of view FOV . V represents
the UAV’s airspeed and fGPS is GPS data acquisition frequency.
Details about calculation of the relative altitude in overflight and
loitering scenarios are discussed in the following subsections.

A. Overflight

In this scenario, UAV flies in a straight line, while a forward-
looking camera looks toward the GOI. In order to estimate the
relative altitude h, we use the N(≥2) bearing measurements
of the GOI introduced in Section II. Specifically, at every dis-
crete time i (= 1, ..., N ), the measurements include the image
coordinates of the GOI (xfi , yfi), as well as the current attitude
(ψi, θi , φi) and position (xvi , yvi , zvi) of the UAV are obtained
with the onboard sensors.

From [19], the accuracy of the reconstruction from the stereo
vision can be enhanced with the improvement of the baseline
between the two cameras. However, a longer baseline reduces
the number of the bearing measurements available to compute
h. A proper threshold value of the baseline distance should be
selected to balance and satisfy both requirements.

We set the threshold value of the baseline distance by

Dpt = l1
V

fGPS
(10)

where l1 is a parameter related to N . Two images are taken as a
stereo pair only if the baseline distance TN between these two
corresponding locations for a single camera is larger than the
threshold value (TN ≥ Dpt ), as shown in Fig. 2.
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Fig. 2. Nonverged stereo geometry.

In the nonverged geometry, the left and right image plane are
coplanar and the optical axes are parallel. The way in which
stereo determines the position in space of GOI (see Fig. 2) is
triangulation, that is, by intersecting the rays defined by the cen-
ters OL and OR of projection and the images of GOI, PL and
PR . Triangulation depends on the solution of the corresponding
problem: If (PL , PR ) is chosen as pairs of corresponding image
points, intersecting the rays OLPL , ORPR leads to interpreting
the image points as a projection of GOI. In the overflight sce-
nario, the relative altitude of the UAV above the GOI (depth) is
estimated from the disparity of corresponding points. That is,
given the focal length f of the camera, the relative altitude h
can be computed by similar triangles by

h = f
TN
d

(11)

where d is the disparity of corresponding image points (PL ,
PR ), d = xfR − xfL . Let Pn = [xv yv zv ]

T denote the position
of the UAV in the navigation frame n and let Cb

n = (Cn
b )T

denote the rotation transformation from the body frame b to
the navigation frame n, and the position Pb = [xb yb zb ]

T of
the UAV in the body frame b is calculated as Pb = (Cn

b )T Pn .
The distance TN is computed as TN = xbR − xbL .

Any two images from N bearing measurements are used as a
stereo pair for every T ≥ Dpt , with a total of m pairs. We then
calculate hj (j = 1,...,m) by using (11), and the mean of all m
pairs, h̄, is regarded as the final relative altitude. Then, inserting
calculated h̄ into (9), we can estimate the yaw-angle bias δψ.

B. Loitering

In this scenario, UAV orbits the GOI and images of the GOI
are taken with a side-looking camera. Similar to the overflight
scenario, the N bearing measurements of the GOI introduced
in Section II are used to estimate the relative altitude h. Again,
a threshold value of the baseline arc distance between the two
cameras are chosen to balance the stated constraints.

Fig. 3. Epipolar stereo geometry.

We set the threshold value of the baseline arc distance by

Spt = l2
V

fGPS
(12)

where l2 is a parameter related to N . Two images are taken as
a stereo pair only if the baseline arc distance S between these
two corresponding locations is larger than the threshold value
(S ≥ Spt), as shown in Fig. 3. The points PL and PR are corre-
sponding image points of the GOI projected in the left and right
image frame, along the rays OLPL and ORPR , respectively.
We assume that the point GOI is the intersection of the rays
OLPL and ORPR . However, since position-measurement and
attitude-measurement errors exist in the sensor measurement,
the rays will not intersect. The point of intersection can be ap-
proximated as the point with minimum distance from the two
rays.

Let aPL (a ∈ R), TE + bRT PR (b ∈ R) be the ray OLPL
and the ray ORPR in the left reference frame, respectively.
We denote J as an orthogonal vector with the rays OLPL and
ORPR . The translation vector TE and rotation matrix R define
the extrinsic parameters of the stereo cameras. The problem is
now simplified to searching the midpoint GOI ′ of line segment
parallel to J that joins OLPL and ORPR .

The endpoints of the line segment (a0pL and TE + b0R
T PR )

are calculated to solve the following equation:

aPL − bRT PR + c(PL ×RT PR ) = TE (13)

for a0 , b0 , and c0 . Thus, the relative altitude h can be expressed
as an epipolar stereo model as

h =
1
2
[
0 0 1

]
RL

T
([

1 0 0
]
MPL

+
[
0 1 0

]
MRT PR + TE

)
(14)

where PL := [xfL , yfL ]T and PR := [xfR , yfR ]T are the image
coordinates of the corresponding point GOI. TL , RL and
TR , RR are the extrinsic parameters of a stereo pair with
respect to the same navigation frame; We have R = RRRL

T ,
TE = TL −RT TR = RL (OR −OL ), and M = [PL −RT

PR PL ×RT PR ]−1TE . That is

RL := Cb
n (ψL, θL , φL ), RR := Cb

n (ψR, θR , φR )
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Fig. 4. Single-shot 3-D geolocation of a target for different scenarios. (a) Overflight. (b) Loitering.

TABLE II
SINGLE-SHOT ESTIMATION PERFORMANCE WITH THE USUAL

APPROACH: 100 MC RUNS

Scenario rms σ Max Error

Overflight x,m 10.04 8.37 20.19
y,m 25.08 6.52 43.52

Loitering x,m 11.75 8.16 22.78
y,m 23.86 6.89 39.02

where δψ̂ is estimate of the yaw-angle bias δψ and we set
ψL = ψi − δψ̂, θL = θi , φL = φi(1 ≤ i <N ) and ψR =
ψj − δψ̂, θR = θj , φR = φj (i < j ≤ N ). Any two images
from N bearing measurements are regarded as a stereo pair
for every S ≥ Spt (on the assumption of m1 pairs in total) to
calculate hj (j=1,...,m1) by using (14). Then, we can obtain
the mean value of m1 pairs, that is h̄.

As significant heading measurement error occurs in low cost
compass, the accuracy of the relative altitude between the UAV
and GOI achieved by using (14) is generally poor. Nevertheless,
for (9), the estimate of yaw-angle bias hinges on the known rela-
tive altitude. We consider several iterations between the epipolar
stereo model and linear regression model to jointly estimate the
relative altitude and yaw-angle bias. Combining (9) and (14),
we can obtain

δψ = g (δψ) . (15)

Giving the initial value δψ0 , we employ

δψk + 1 = g (δψk ) (16)

to generate iterative sequence δψk . Obviously, if δψk converges
to δψ∗, and g(δψ) is continuous on δψ∗, we have

δψ∗ = lim
k→∞

δψk + 1 = lim
k→∞

g (δψk ) = g (δψ∗) .

Then, δψ∗ is the solution of (15), and δψk can be the approximate
solution when k is large enough.

Due to the complexity of (15), there is significant difficulty for
formula derivation methods to obtain a simplified form, which is

Fig. 5. Fitting curve of h ∼ δψ.

Fig. 6. Fitting curve of δψ ∼ h.

used to prove the convergence of the iterative algorithm. There-
fore, the experimental data produced by (9) and (14) is employed
to approximate (15). One point to note is that the experimental
data are built on the similar condition as the actual flight test.
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TABLE III
ITERATIVE PROCESS FOR LOITERING SCENARIO

k 0 1 2 3 4

δψ, deg 0 2.57 28.17 28.14 28.15

TABLE IV
RELATIVE ALTITUDE AND YAW-ANGLE BIAS ESTIMATION

PERFORMANCE: 100 MC RUNS

Scenario rms σ Max Error

Overflight h,m 0.87 0.79 2.03
δψ, deg 9.92 5.47 18.56

Loitering h,m 1.03 0.88 2.84
δψ, deg 1.96 0.39 2.99

In most cases, the conclusion of simulation can be applicable
to the flight test. Moreover, in the specific scenario presented in
this paper, we have obtained a good fitting effect through the
least-squares fitting method. But for some data points far away
from the fitting curve, probably, these points are coming from
different scenarios, and then, we have to refit them and build the
new form.

IV. TARGET LOCATION ESTIMATION

Before locating the target, the estimations of the relative al-
titude ĥ and the yaw-angle bias δψ̂ are already available using
the multiple bearing measurements of the GOI, described in
Sections II and III. It should be noted that the relative altitude
between the GOI and the target is so small that the GOI’s alti-
tude can be approximated as the target’s altitude when they are
lying on the same ground plane.

For the target geolocation, only one-shot bearing measure-
ment of the target is needed for both the usual approach [13]
and our method. The usual approach focuses on calculating
the target’s two-dimensional (2-D) position (xt, yt)

T based on
the assumptions that the target’s altitude zt is known and a
high-quality AHRS is mounted in the UAV. In this approach,
researchers generally did not consider the reduced accuracy of
the target geolocation due to the bias in the measurements pro-
vided by the low-quality AHRS. On the other hand, the proposed
method in this manuscript will provides an accurate 3-D target
geolocation even if the sensors accuracy requirements and the
target’s altitude information are not met. The main idea of our
method is that the bias in the yaw-angle measurement δψ̂ and
the relative altitude ĥ are jointly obtained using multiple bearing
measurements of the GOI first, and then, the target’s 3-D posi-
tion (xt, yt , zt)

T is given. Once the target is detected, the target
corresponding image coordinates (xft , yft )

T will be recorded,
and then, the target position in the navigation frame will be ob-
tained. Both the usual method and our proposed method employ
(17) and (18) to calculate the target’s position. The relationship

TABLE V
SINGLE SHOT ESTIMATION PERFORMANCE WITH OUR

METHOD: 100 MC RUNS

Scenario rms σ Max Error

Overflight x,m 8.55 8.54 30.12
y,m 9.08 6.40 23.20
z,m 0.87 0.79 2.03

Loitering x,m 9.09 9.02 30.02
y,m 6.22 5.74 14.46
z,m 1.03 0.88 2.84

Fig. 7. Quadrotor UAV.

Fig. 8. Hardware integration.

between the target and the UAV state is given by
[
xt

yt

]
=

[
xv

yv

]
+

ĥ

(0, 0, 1)Cn
b

⎡
⎢⎣
xft
yft
f

⎤
⎥⎦

×
[

1 0 0
0 1 0

]
Cn
b

⎡
⎢⎣
xft
yft
f

⎤
⎥⎦ (17)

zt = ĥ+ zv . (18)
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Fig. 9. Flight test: An outdoor scenario. (a) UAV takes visual measurements of the GOI. (b) GOI detection. (c) Target detection.

Fig. 10. Target 3-D geolocation. (a) Overflight. (b) Loitering.

For the overflight and loitering scenarios with depression an-
gle β = 45◦ and with the camera field of viewFOV = 30◦, 100
Monte Carlo simulations were run to verify the effectiveness of
the proposed method. The measurement process was obtained as
follows: constant-altitude flight was ha = 45 m, bias in the yaw-
angle measurement was δψa = 30◦, AHRS attitude uncertainty
was σψ = σθ = σφ = 5◦, differential global positioning system
(DGPS) horizontal error was σx = σy ≈ 0.6 m, and baroalti-
tude error was σz ≈ 1.5 m. The turn radius was R = 73 m,
the radian was α = 1.5π, GPS data acquisition frequency was
fGPS = 4 Hz, and the UAV’s airspeed was V = 3.44 m/s.

High level of performance was demonstrated in both over-
flight and loitering scenarios as presented in Fig. 4, where the
blue line is the UAV’s GPS actual positions, the green line repre-
sents the UAV’s GPS measured positions, the solid circle shows
the actual position of an GOI measured to estimate the yaw-
angle bias, the black star is the target’s actual position, the blue
cross is the result of the geolocation of the target’s position with
the usual approach, and the red asterisk represents the result of
the geolocation of the target’s position with our method.

For state-of-the-art comparison, the usual approach is first
simulated. Table II shows the statistical results of the target
localization in the north and east direction with the usual ap-
proach, in the form of root mean square error (rms), standard
deviation (σ), and max error.

We then provide results of target localization using the method
proposed in this paper. First, for the overflight scenario, typical
runs are presented in Table IV with respect to yaw-angle bias

TABLE VI
TARGET 3-D GEOLOCATION RESULTS WITH THE USUAL APPROACH

ex ,m ey ,m

Overflight 3.22 −2.99
Loitering 5.77 −0.55

estimation δψ̂ and the relative altitude estimation ĥ by setting
the parameter l1 = int(N2 ). In Table V, the statistical results are
listed associated with the target location in the north, east, and
up directions: x, y, and z. Second, for the loitering scenario,
the convergence analysis about the estimations is illustrated as
follows.

For the aforementioned scenario, herein the proof of its
convergence is given as follows. By setting the variables
δψ = 0, 1, ..., 59, 60◦ and h = 38.0, 38.2, ..., 44.8, 45.0 m and
substituting into (14) and (9), respectively, the fitting curves
of h ∼ δψ and δψ ∼ h are obtained as shown in Figs. 5 and
6. The relationship expressions of h ∼ δψ and δψ ∼ h are
approximated as

h = −0.0067δψ2 + 0.4042δψ + 38.7742 (19)

δψ = −0.7328h+ 61.0033. (20)

By combining (19) and (20), we obtain

δψ = 0.0049δψ2 − 0.2962δψ + 32.5896. (21)
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TABLE VII
TARGET 3-D GEOLOCATION RESULTS WITH OUR METHOD

T 1/s N1 δψ̂, deg σδ ψ̂ , deg ĥ, m σĥ , m ex ,m ey ,m ez ,m

Overflight 4.60 47 −38.24 0.78 16.66 0.86 −1.43 1.03 −1.15
Loitering 24.00 242 −24.64 0.16 19.78 0.28 0.67 0.09 −0.36

The derivative of the aforementioned equation is

g′(δψ) = 0.0098δψ − 0.2962.

Based on Banach’s contraction mapping principle, the con-
vergence of the fixed-point iterative method is described in [31].

Theorem 4.1: Let g(δψ) satisfy the following requirements in
the interval [a, b].

1) For each δψ ∈ [a, b], g (δψ) ∈ [a, b].
2) There exits 0 < L < 1, for each δψ ∈ [a, b], |g′ (δψ)|

≤ L.
Then, (15) in the interval [a, b] has unique solution δψ∗.

Moreover, for each δψ0 ∈ [a, b], iterative sequence

δψk + 1 = g (δψk ) (k = 0, 1, 2 . . .)

converges to δψ∗, and

|δψ∗ − δψk | ≤ Ln

1 − L
|δψ1 − δψ0 | .

According to Theorem 4.1, its convergence can be guar-
anteed by setting the parameters δψ ∈ [0, 60] , δψ0 = 0, k =
4, and L = 0.9. The iterative process for the loitering scenario
is illustrated in Table III. The statistical results for the loitering
scenario are listed in Tables IV and V.

The statistical results verify the method described in this pa-
per. Compared with the usual approach, we can see that the hor-
izontal target position error is reduced by 14.54 and 15.58 m,
while the vertical target position error is 0.87 and 1.03 m for the
overflight and loitering scenario, respectively.

V. ACTUAL FLIGHT RESULTS

The quadrotor UAV used in this flight test is a laboratory prod-
uct designed by our group as shown in Fig. 7. It was especially
catered to carry high payload (> 2 kg) with a long-endurance
flight (>20 min). The UAV has the ability to fly on predefined
waypoint and circular path autonomously, so it can be used as a
test platform to validate our method.

The hardware integration is described in Fig. 8. The UAV
is equipped with a power distributor, a flight controller, an on-
board computer, and a gimbal-controlled camera. The power
distributor outputs 12 and 5 V for all sorts of electronics. The
flight controller provides the control input based on the guidance
law and AHRS information. Fig. 7(a) and 7(b) shows the flight
controller and power distributor, respectively. An Intel NUC
minicomputer is selected as an onboard computer and mounted
in the UAV. It is run in the ROS system [32], where it enables
image processing and trajectory planning in the real-time during
flight. A monocular camera, PointGrey BlackFly is used for vi-
sual measurements during the flight. The camera is set to point
directly downwards at the GOI. The pan-tilt gimbal is employed

to handle the stabilization and direction of the camera, as shown
in Fig. 7.

The proposed method in previous sections is verified through
actual flight data using the quadrotor UAV. In our implementa-
tion, the full algorithm is able to run with 18 Hz in our onboard
NUC, which is more than sufficient for any real-time applica-
tion. The flight test in an outdoor environment is presented in
Fig. 9. The quadrotor UAV is flying two different paths cor-
responding to overflight and loitering scenarios described in
Section IV. The UAV is commanded to fly these paths as shown
in Fig. 10. The red path represents the actual position measure-
ments of the UAV measured by the DGPS. The arrows along
the path represent the yaw angle measured by the AHRS. The
red square and red star are the ground truths provided by the
DGPS for the positions of the GOI and the target, respectively.
The triangle is the UAV’s position, where the target is detected
in the image. For each path, there are two stages: calibration
stage and geolocation stage. The calibration stage refers that the
UAV relies on feature detection to take multiple measurements
of the GOI to obtain the estimation of the yaw-angle bias and
the relative altitude, shown as the line segments with significant
angular offset between the direction of motion and the arrows in
Fig. 10. The geolocation stage is the rest of the path where the
UAV first searches the target, and then, locate it once detected.
The blue cross and the black asterisk represent the results of
target geolocation using the usual approach and our method,
respectively. In order to identify the GOI and the target easily,
one AprilTag marker [33], [34] is used as the GOI and another
AprilTag is mounted on the target. It should be noted that not
all features provided by the AprilTag marker are employed for
this experiment but only the pixel position of the center point of
the AprilTag marker.

The following assumptions in the measurement process are
used: σx = σy = 0.2 m, σz = 1 m, σψ = σθ = σϕ = 1◦, and
σξ = σζ = 0.5◦.

The assumption of the constant bias in the yaw-angle mea-
surement is justified according to Fig. 10. Before eliminating
the bias, the arrows show significant angular offset with respect
to the direction of motion. After having an estimate of the yaw-
angle bias, the angular offset decreases. The main result is that
the bias in the yaw-angle measurement and the relative altitude
can be jointly and accurately estimated using the multiple bear-
ing measurements of the GOI. As a result, the 3-D geolocation
of the target was realized.

For these two scenarios, the localization errors of the target in
the north and east direction using the usual approach are listed
in Table VI. Also, the estimations of the bias in the yaw-angle
measurement and the relative altitude, and the localization errors
of the target in the north, east, and up direction using our method
are reported in Table VII, where T1 represents the length of the
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video record selected with N1 frames/data points available, in
which the GOI is tracked frame by frame.

The test results validate the effectiveness of our method where
the horizontal target position error is reduced by 2.63 and 5.12 m
in comparison with the usual approach, at the same time, the
vertical target position error is 1.15 and 0.36 m for the overflight
and loitering scenario, respectively.

VI. CONCLUSION

A novel vision-based geolocation method of determining the
target’s 3-D position was developed in this paper, with the con-
sideration of the low-quality AHRS onboard UAV. The usual
methods to target geolocation had to rely on many requirements
(i.e., georeferenced terrain database and accurate attitude sen-
sors). Therefore, the geolocation of the target cannot be realized
if the UAV systems do not meet these requirements. In con-
trast, the geolocation method proposed in this paper only uses
the computer vision technique to provide accurate estimations
of the target’s altitude and yaw-angle measurement bias. The
contribution of the method is to remove these requirements in
current systems while maintaining high target location accuracy.

The performance of this geolocation method was evaluated
by the actual flight test. The results show that the method pro-
vides the accurate joint estimation of the relative altitude and
yaw-angle measurement bias using multiple bearing measure-
ments of a GOI for the overflight and loitering scenario, respec-
tively. Finally, the target 3-D position is accurately calculated
using only one-shot measurement. Compared with the usual ap-
proach, the position uncertainty using this method is decreased
by about 5 m in the horizontal direction, while the achieved po-
sition accuracy using this method is about 0.5 m in the vertical
direction.

For generality of the proposed method, future work will ad-
dress moving GOI scenarios and also geolocating and tracking
a moving target.
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