A Hybrid CNN-SVM Threshold Segmentation Approach for Tumor Detection and Classification of MRI Brain Images
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O b j e c t i v e: In this research paper, the brain MRI images are going to classify by considering the excellence of CNN on a public dataset to classify Benign and Malignant tumors.

M a t e r i a l s and Methods: Deep learning (DL) methods due to good performance in the last few years have become more popular for Image classification. Convolution Neural Network (CNN), with several methods, can extract features without using handcrafted models, and eventually, show better accuracy of classification. The proposed hybrid model combined CNN and support vector machine (SVM) in terms of classification and with threshold-based segmentation in terms of detection.

R e s u l t: The findings of previous studies are based on different models with their accuracy as Rough Extreme Learning Machine (RELM)-94.233%, Deep CNN (DCNN)-95%, Deep Neural Network (DNN) and Discrete Wavelet Autoencoder (DWA)-96%, k-nearest neighbors (kNN)-96.6%, CNN-97.5%. The overall accuracy of the hybrid CNN-SVM is obtained as 98.4959%.

C o n c l u s i o n: In today’s world, brain cancer is one of the most dangerous diseases with the highest death rate, detection and classification of brain tumors due to abnormal growth of cells, shapes, orientation, and the location is a challenging task in medical imaging. Magnetic resonance imaging (MRI) is a typical method of medical imaging for brain tumor analysis. Conventional machine learning (ML) techniques categorize brain cancer based on some handicap property with the radiologist specialist choice. That can lead to failure in the execution and also decrease the effectiveness of an Algorithm. With a brief look
1. Introduction

The brain is the most significant part that has the most complex structures in the human body [1]. The presentment of the skull layer surrounds the brain makes the difficult study of its behavior and also increases the complexity of the identification of disease [2]. The brain disease is not the same as any other part of the body, but it can be caused by the anomalous growth of cells that ultimately destroys the brain structure and causes brain cancer [3]. However, as per the World Health Organization (WHO) report [4], it is estimated that about 9.6 million around the world died that diagnosed cancer in 2018. As well as around 30% to 50% of those diagnosed with primary cancer. Between many types of cancer, brain cancer is a deadly one. In this manner, the statistics show [5], that around 17,760 adults died that caused brain tumors in 2019. Due to the dire situation and abnormal growth of cancer and the complexity of brain structure, timely diagnosis is necessary. Magnetic resonance imaging (MRI) is widely useful for tumor analysis, with high-quality brain images. In brain imaging, the MRI technique more significant it provides a unique way to have the best fit visualization of maximum both spatial and contrast determination [6].

In the process of an MR image, that's often used to show the different state of disease, as shown in Fig. 1, the (A) shows suspicious inconsistency at the bottom right region. Meanwhile, (B, C), shows the Worse state and the tumor takes Wider space, (D) unlike the previous stages, it shows that the tumor is growing and destroying the neighboring cell.

Detection of brain tumors [7] is considered as an image segmentation problem to label whether there is a tumor in the image or not. To answer this problem, different ML algorithms and as well as image processing methods are implemented by researchers on MRI images [8]. The main issue in image segmentation is to cluster similar feature vectors of an image. So, accurate extraction of features is the key factor to segment an image [9]. Among the recent studies based on image processing, regain based methods, and thresholding approaches are common [10]. For example, Sherlin and Murugan [11] applied a hybrid model of K-nearest neighbor (KNN) and the Fuzzy C-Mean method, and try with 2D medical images of the brain to define tumor cells and cluster them in the earliest stages from MRI images. In another work, Ashima et al. [12] used combined watershed and neural network (NN) segmentation and also self-organizing maps (SOM), to have segment brain tumors. Abdalla M. et al. [41] proposed a swarm optimization model based on ant lion optimization (ALO), grey wolf optimization (GWO), and artificial bee colony (ABC), it applied these algorithms on Computed tomography (CT) and MRI to segment the liver Disease. The experimental result showed that ALO obtained 94.49%, respectively GWO obtained 94.08, and ABC obtained 93.73% accuracy. In a similar work, Shereen Said et al. [42] proposed a segmentation approach based on the Moth-Flame optimization (MFO) technique for the arrangement of abdominal cases of liver MRI images. In the same manner, it uses the Structural Similarity Index (SSI) to find the best fit output & obtained the experimental overall accuracy of 95.66%. As per different studies, while the NN and threshold-based are common for tumor segmentation, it is also possible to have combined with KNN to obtain a better outcome [13]. Brain tumors can be detected using ML methods that required extensive processing. According to a different factor of ML, it mainly needs for human perception and feedback. In the meantime, extensive studies based on ML undertaken to accelerate this process. Prabhjot and Amardeep [14] have used the firefly algorithm to provide a new way to detect the tumor, in the Fireflies method some chemical reaction, that named bioluminescent is happening and produces light in their body which make probable to detect and confine tumor in an accurate way from brain MRI images. In the study that Varuna Shree and Kumar [15] have done, they used discrete wavelet transformation (DWT) with the extraction of gray level co-occurrence matrix (GLCM) features that are based on morphologic processes with probabilistic NN for classification of normal and abnormal tumor images. In another work, Bjorn H. Menze et al. [16] reported the result of a multimodal brain tumor segmentation benchmark that is going to apply on low and high grades of 65 multi-contract MRI patients. Meanwhile, it uses simulation software and convolution human method to show the difficulty of segmentation, and the score range is between (74% - 85%). And the result shows that algorithms based on regions and reaching that point, different methods can take place in top rate.

DL is a NN-based architecture [17], in another viewpoint, it is one of the ML techniques that makes it possible to add many hidden layers among input and output layers [18]. It can be applied in different domains such as speech identification [19], object recognition [20,21], image classification [22]. The DL architecture widely can be used with CNN [23], that easily we can manage the input layers, hidden layers, and output layers [24]. However, the typical
CNN method can define whether an image has an object but without mentioning the location [25].

DL is a flexible and highly efficient technique to solve the problems in medical imaging analysis, including lung cancer, breast cancer, and brain cancer detection [26]. With DL techniques, automatic segmentation can be done effectively on a large amount of MRI datasets [27]. Particularly, the CNN algorithm for an automatic brain MRI image segmentation has produced effective results by considering several features [28]. As per recent studies and solutions that provided to this problem, Hosam, et al. [29], proposed a multi-classification of brain tumor MRI images based on DNN, it tries with two publicly available datasets to make a new model, that firstly define the tumor type, and in the second step define the glioma grades of detect image. In another study on brain tumor identification, Abdu Gumael, et al. [30] a hybrid technique regularized extreme learning machine (RELMD) used to develop an effective brain tumor classifier model. The experimental output of the proposed work showed 94.23% overall accuracy.

Son et al. [31] focus on the latest advancement overlooks into regarding ML for big data systematic & various strategies in terms of present-day figuring conditions for various cultural applications. Chatterjee [32] attempted to provide a significant conception amongst the IoT in BD strategy nearby its different problems, challenges & tried to provide a possible plan by ML strategy. Jianzhi et al. [33] a position & wormhole attack location system is proposed by utilizing the ML method. Chatterjee [34] has given a short survey of how ML can be used in Bioinformatics. Jain & Chatterjee [35] gives a kind of summary of present & rising ML standards for healthcare informatics & mirrors the assorted variety, intrinsic & the profundity & expansiveness of this multi-disciplinary region.

It is debatable that we have gone through many challenges in the process of analyzing and examining brain tumors. The author in the early stages that are the base of research did not have access to high-quality images to analyze and diagnose brain tumors. This research issue had a problem, which in many cases disrupted the author’s thoughts, but with the evaluation and provision of the regular database, this problem was solved. In another step, in order to achieve a unique model and propose a new model, the author uses existing research to examine the best models and design the format of this research, which itself has taken a lot of time in the research structure, and it’s memorable to write that adapting a model and putting it together, it has been one of the challenges in the research process, that has successfully overcome this challenge. The author after so many reviews also found that the proposed method could be used in other areas by providing detailed information and improvement on the concern topic.

In this work, MRI brain images are studied using a threshold-based segmentation method to detect the tumor regain in the image. Also, the detected image with the tumor is going to be classified using hybrid CNN and SVM into one of the considered types: Benign and Malignant. The hybrid CNN-SVM method combines the advantages of both CNN and SVM, which are the most effective and popular methods for image classification. The performance of work evaluated by parameters such as Positive Predictive Value (PPV), False Predictive Value (FPV), and accuracy. The implementation and coding part are done with Python programming language (Version 3.7.6) and also for this propose the OpenCV library, TensorFlow library, and Tkinter for making a proper GUI has been used. The main contribution in this research are as follows:

- The hybrid proposed model combined CNN and SVM in terms of classification and with threshold-based segmentation in terms of detection.
- The overall accuracy of the hybrid CNN-SVM obtained 98.4959%.
- The proposed hybrid model with consideration of both CNN and SVM model advantages shows significant improvement.
- A Hybrid method, on brain MRI images, to detect and classify the tumor has been implemented using the BrainTumor dataset in this research study.

The rest of the article is structured as follows: the proposed hybrid method of CNN & SVM is elaborated in section 2. Section 3 described the methodology of the proposed work. Section 4 elaborated on the utilized dataset. Besides, the experimental results and comparison are mentioned in section 5. Conclusion of the present work is discussed in sections 6.

2. Proposed hybrid method of CNN and SVM

The proposed hybrid CNN-SVM model is designed to combine both CNN & SVM advantages, as presented in Fig. 2, the general architecture of CNN with layers (Convolution layer, Pooling layer, flatten layer, and Fully connected layer) are demonstrated [31]. The hybrid model of CNN-SVM will be discussed at the end of this section.

2.1. Convolutional neural network (CNN)

CNN is a typical type of artificial neural network (ANN). In general, this type of network consists of the input layer, hidden layer & output layer [1,6,23,24]. Typically, in this type of network, the output of one layer is used as an input for the next layer. As shown

![Fig. 2. CNN general architecture of image analysis.](image-url)
in Fig. 2 the CNN model is used for image analysis that consists of four stages: convolution layer, Pooling layer, Flatten layer, and Fully connected layer, however with a sample look with other architectures you can come to know that the number of layers, as well as type of layers, would be different [23, 24].

Basically, in the CNN model, the convolution layer is the first layer to extract the feature from an image; within this, the property of each pixel and relation of neighbor pixels is going to extract with some mathematical operation. After extracting features, the pooling layer going to consider the most significant information by avoiding useless data, this processing called subsampling and tries to reduce the size of the data map without losing importing data and it can be (Max pooling, Avg pooling, Sum Pooling), when the pooling layer applied and the all-important feature is mapped, sometimes the feature mapping makes overfitting, the flatten layer 2D arrays to 1D arrays before applying a fully connected layer. Typically, fully connected is the last layer of a network, and all network have proper connection, the output of fully connected is the final output [32].

2.2. Support vector machine (SVM)

It is a supervised ML that includes the linear and non-linear data and could be utilized for both classification or regression problems. Within this research, the SVM classifier is used in the last layer of the fully connected layer of CNN to improve the flexibility and effectively to fit the date length to turn the kernel [33].

2.3. Hybrid CNN-SVM model

The structure of the combined CNN-SVM model is going to design by replacing the last layer of CNN with the SVM model; therefore, the output of the fully connected layer of CNN is going to process as an input for SVM to make better improvement on the classification. The main reason for combining the advantages of CNN and SVM is that the CNN model with rapid access to add hidden layers that have led to the process of extracting features, as well as increasing accuracy and performance, has always been of paramount importance. However, SVM also, with its unique characteristics in extracting features, has high efficiency and speed among other algorithms. Having this combination can give us access to the best results in brain tumor extraction with MRI images. Fig. 3 demonstrates the structure of the hybrid model of CNN and SVM. In this manner, the CNN model applies different convolution and subsampling and simultaneously convolution layer on basis of $28 \times 28$ feature map with having $5 \times 5$ convolution, and in the same way feature map $14 \times 14$ with having $2 \times 2$ convolution. That by applying this function aims to speed up the extraction of information based on the brain and test process. After this, the SVM model takes the output of a fully connected layer as input and respectively trains the feature vectors, the classification, and decision making in the better way.

In this case, in addition to the fact that the use of diagnostic knowledge can help reduce mortality from brain tumors, this is a big step in terms of scientific progress and can accelerate the diagnosis of tumors in the very early stages. The author believes that the proposed model enables it by using the principles of precise layering and adjusting filters in images and finally displaying the tumor in the image. On the other hand, the author has found that combining models significantly in the process of influence and results are much more effective than using a single model alone.

3. Methodology

Fig. 4 presents the methodology of the proposed hybrid CNN and SVM model and its stages. The architecture of the hybrid model concluded in five general steps:

I. Input the MRI Image

The MRI image of a brain is taken to segment the tumor region, within this step the image going to take from a specific directory to load on the GUI platform and pass to the next part of the system.

II. Pre-Processing on MRI Brain Image

In this step, the primary functions going to implement on the MRI images to make sure that the system can read the proper input, and make a better condition for image analysis, the steps are as follows:

i. Resize the Image: With consideration of input image the size of each image is different in high and width, in this stage going to define a fixed size like $(32 \times 32)$, to study the whole dataset in the same condition.

ii. Remove the Skull: Due to the significant importance of the brain, within this step, the skull around the brain with some functions is used to remove the background and extract the skull of the brain.

iii. Image Filtration: At this stage, the median filter is applied to remove the noise, which can make a better possibility to
detect features and also for training and testing conditions it’s useful on MRI images.

III. Feature Extraction

Feature extraction is one of the important factors that can affect the result. According to this study, the researchers used different algorithms to find out the feature from the images. Nabil Neggaz et al. [43] implement the Henry gases solubility optimization (HGSO) algorithm to select the feature on 12 different datasets. The main point of this model that makes possible to evaluate the different block size of image feature to find the best factor to find a similar region to the query image. Meanwhile, in another work, Essam et al. [44] used the Harris hawks Optimization (HHO) and also in the same manner for better comparison it uses KNN and SVM in the feature classification process and feature evaluation, and fortunately, this comparison shows good improvement. And in another study Abdel-Azim et al. [45] proposed a novel method based on binary optimization techniques that try by considering the hyperbolic angle of fitness equation in an image to find the best feature in an efficient manner. Therefore, with consideration of proposed methodology, as shown in Fig. 3, and Fig. 5, the CNN model in the first stage, by having different Convolution layer and pooling layer that is prepared with a different set of filter size is made possible to extract the features of the input image at the moment of the query. And also as illustrates in Fig. 3, the CNN model consists of four convolution layer that by implementing with different filter size, and subsequently used the SVM model in the last layer of CNN and try to select the best fit data to improve the accuracy of the proposed model, and eventually the proposed model obtain great improvement in comparison of existing work.

IV. Image Segmentation

With consideration of the importance of image segmentation, and also its critical phase on the extraction of objects in the field of image processing, pattern recognition. Basically, it partitions the input image into the multiple segments that make it easier to find the best fit data to detect and extract the needed area. The present research study uses the threshold-based segmentation model, by experimenting with the input image in different thresholds and Max value we can enhance the meaningful information. In the main point, the threshold-based segmentation in the first phase divides the grayscale image into two black and white blocks. As you see in Fig. 4, having different threshold levels achieved the best result in brain MRI images.

V. Classification of Brain MRI Images

The images after proper feature extraction and segmentation need to classify, based on this step, firstly, the model is going to train with SVM and CNN, respectively, going to test them with SVM, CNN, and also Hybrid SVM + CNN, with PPV, FPV, Accuracy parameter. And in the last stage going to make a comparative analysis to show the result based on the parameter that is defined to evaluate the performance of the work.

4. Explanation of statistical functions

With a deep understanding of the mathematical function role to find the effective data of an image, within this research, by using different statistical functions tried to detect the best features in brain MRI Images. The brief information with going to describe as below.

A. Mean value: The mean provides the consistency brightness of an image. It has a high quantity of bright pixels. In this manner, the mean defined the sum of all pixels and divided them into the total amount of pixels. The preprocessing step within
this function detects the best fit value of an image for the next process.

\[ M = \left( \frac{1}{mn} \right) \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} f(x, y) \]

In the following equation ‘M’ stands for the Mean value, in which the \((mn)\) shows the maximum number of pixels can be valuable in an image, the \((m-1)\) it in every step decrease one point and the x-axis \((x = 0)\) starts from the zero points. The \((n-1)\) shows that in every block of grayscale it decreases one point and uses that to make made a link to other blocks. The y-axis \((y = 0)\) starts from zero points as the same as the x-axis. And finally, to have the power for all the point that doesn’t miss any point, we try to reach by “\(F(x, y)\)” to access every point on an image.

**B. Variance:** It is another factor of an image, that specifies the rate of allocation in gray levels. In a case, if there is a variation on the gray level amount based on mean, then the variance increased too. The variance value provides the measure of each pixel from the mean amount. And, it also provides the average of the square based on the single-pixel and mean value.

\[ Variance = \left( \frac{1}{mn} \right) \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} (f(x, y) - M)^2 \]

In the same manner the variance equation in addition to the mean value it tries to evaluate to find the difference between the gray level based on the average amount of mean using \((f(x, y) - M)^2\).

**C. Standard Deviation:** An essential factor that tries to define the difference between the mean data values. And in another viewpoint, it can define the general square of variance, as shown below:

\[ SD(\sigma) = \sqrt{\left( \frac{1}{mn} \right) \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} (f(x, y) - M)^2} \]

In \(SD(\sigma)\), the main point to show the difference between the processed image data value and the first data value that are available within the image for the first time, based on this it can easily find the changes that are can affect by some filters.

**D. Entropy:** It used to evaluate the heterogeneity of MRI images or in the place that we try to meet the tumor. We must add this also that entropy is a statistical factor that uses to specify the texture data on the image.

\[ Entropy = \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} f(x, y) \log_2 f(x, y) \]

Besides of importance the entropy equation, by using \((\log_2 f(x, y))\) it tries to fit the statistical result on the best way and find the exact texture data on the image.

**E. Energy:** Energy plays the major rule to find the similarity on each pixel of the image. Besides this, the gray level is the essential part, and more importantly, it provides the sum of \((f)\) square of gray pixel data on an image.

\[ Energy = \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} f^2(x, y) \]

According to the details that are described the Energy, by using of \((F)\) square \((x, f)\), it tries to double-check every pixel to find the best similar data on each image to show the best result.

**F. Homogeneity:** It provides a degree value that evaluates the closest origin based on the one GCLM model of an image to another GCLM model of another image.

\[ Homogeneity = \sum_{x,y} \frac{p(x, y)}{1 + |x - y|} \]

With consideration of the matrix in every image, it necessary to first evaluate the number of each matrix by using summation \(x\)-axis and \(y\)-axis \((x, y)\), within this for better output it needs to find all point by \((P(x, y))\) and respectively and one step goes ahead and also decrease that from the whole amount of \(x\) and \(y\) that is \((1 + (x - y))\).

**G. Correlation:** it shows how any pixel has correlated to another pixel in an image.

\[ Correlation = \frac{\sum_{x=0}^{m-1} \sum_{y=0}^{n-1} (x, y) f(x, y) - MxMy}{\sigma x \sigma y} \]

Another most significant factor that can help to find the best possible correlation between each pixel is the Correlation factor. In equation \(f(x, y)\) make way to access all \(x\)-axis and \(y\)-axis, and besides, it going to discard the average value of \(x\) and \(y\) based on the Mean factor to find the exact relation with other pixels. In the last stage, the lower sigma is used to measure both \(x\) and \(y\) and find the standard value to remove the error.

**H. Contrast:** It shows the amount of changes that can affect the way to measure the intensity value among whole image pixels and neighbor pixels. If there is a major change in the gray level, then it shows a high degree of dissimilarity.

\[ Contrast = \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} (x, y) f(x, y) \]

In which the \((x, y)^2 f(x, y))\) shows that \(x\) and \(y\) both are by considering of \(x\)-axis and \(y\)-axis to reach the maximum amount that makes this possible to measure the intensity value among whole image pixels and neighbor pixels.

With considering the statistical functions, this study observes the date that helps to find the best result as per the proposed hybrid model it shows the benign and malignant min and max based on different evaluated factors, the obtained information is shown in Table 1.

---

**5. Dataset**

The dataset used in this research was taken from BRATS 2015 [39], within this, the BRATS are available in a different version, that comes to solve medical imaging challenge. The BRATS 2015 imaging dataset obtained from BRATS 2012 and BRATS 2013, which can
show an updated version of new cases with better performance. It consists of two type training with (110 cases) and respectively testing with (220 cases).

6. Experimental results and discussion

The proposed model evaluates the performance of work on a public image database of BRATS 2015 and implements on Dell laptop with (Core i7 CPU, 8 GB Ram, and 4 GB Nvidia GPU). In the included database, two types of tumors that are benign and malignant with low and high grades are available. As per the proposed methodology, after preprocessing, the extracted feature with consideration of training and testing is going to process and set in specific tests and train category as shown in Fig. 3. In this process, as shown in Fig. 3 and Fig. 5, the CNN model, extract the features and with various steps transfer to fully connected layer using the activation function. The extracted image features going to train the CNN classifier. On the other hand, the SVM model takes the fully connected output of CNN as an input to the process and train each image. At the last stage, the classifier is going to categorize whether the input image is malignant or benign, as shown in Fig. 6. Eventually, the accuracy of the hybrid proposed CNN-SVM is evaluated by considering the evaluation defined parameter.

6.1. Evaluation parameters

(a) Accuracy: Based on image classification, the accuracy is a percentage that shows the total amount of properly classification of pixels to the number of pixels in the image. It evaluates the complete properly pixels in an image.

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)}
\]

(b) PPV: In addition to accuracy, the true positive (TP) show the probability of pixels that correctly classified.

\[
\text{Positive Predictive Value} = \frac{TP}{(TP + FP)}
\]

6.2. Result analysis

The proposed technique got better outcomes compared with existing models. In Table 2, as shown the accuracy of existing techniques compared with the proposed model. Meanwhile, the accuracy of hybrid CNN-SVM in overall comes 98.495%, in another view for classification based on Benign tumor with SVM got 61.67%, for CNN got 97.724% and respectively on the hybrid model obtained 98.5873%. The classification based on Malignant tumor with SVM got 67.98%, for CNN got 97.8455%, and respectively on the hybrid model obtained 98.6702%.

As shown in Fig. 7, the comparative analysis of the hybrid proposed model shows that by considering the strongest point of both CNN and SVM, can lead us to have improved models with a better
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result on classification. As per this study, the overall average accuracy is as follows, SVM with 72.5536%, respectively the CNN with 97.4394%, and the Hybrid model obtained 98.4959%. However, with consideration of other evaluation parameters such as PPV and FPV, we come to know that the classification effects this parameter the same as shown in Fig. 7.

If we take a closer look at the graph presented in Fig. 8, we will see that the accuracy level of CNN and SVM separately does not show good progress, that the complete information mention in Table 2. At the same time, the accuracy degree of proposed hybrid CNN and SVM express significant progress in the same way.

However, FPV is another important feature for evaluating the correct performance of an activity. Fig. 9, shows that CNN and SVM did not show a better result when it used individually, but the proposed method has done this process with higher accuracy.

At the same time, PPV, which shows the degree of correct image classification. In fact, with a close view of CNN and SVM, we come to know that the result is not satisfactory and needs more improvement. Which the proposed model has taken the fruitful step, which is shown in Fig. 10, and it improved with a better rate. Along with the proposed method with a defined evaluation parameter, as shown in Fig. 7, 8, 9, 10, besides high accuracy, other features such as PPV and PPV in the hybrid model in comparison of individually CNN and SVM have been much better results. And also, as per the comparison of proposed research work with existing research studies, as shown in Fig. 11, the proposed work shows a high rate, and we can have better classification output.

7. Conclusion

Brain tumor detection and classification due to abnormal growth of cells or portable progression throughout the body, is one of the deathless diseases in the world, among other diseases. A Hybrid method, on brain MRI images to detect and classify the tumor, has been implemented using the BRATS database in this research study. The implemented system tries to classify brain images as a benign and malignant tumor using supervised hybrid CNN and SVM techniques. The primary preprocessing steps have been implemented to normalize the input images, and also significant features extract from the preprocessed image by using the Maximally stable extremal regions (MSER) method and then segmented with threshold-based segmentation technique. The labeled segmented features are pass as input to hybrid CNN and SVM algorithms to classify brain MRI images. The result shows the highest correctly classified with PPV and lowest of PPV, and overall, it achieved 98.4959% classified correctly this the hybrid model, whereas, SVM Separately got 72.5536%, and CNN obtained 97.4394%. With a brief look came to know that the proposed hybrid model provides more effective and improvement techniques for classification. In future studies, for better decision making, the faster CNN with SVM and other optimization methods (bio-inspired algorithms) can be used to show the overall improvement. And due to the detection of the tumor, consideration of size and exact location of the tumor also in the case.
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