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Abstract Data mining is a dynamic and attractive research domain that has
become known to discover information from the vast amount of constantly created
data. Clustering is an unsupervised approach to data mining in which a group of
similar items is assembled in one cluster. The quality of documents retrieved within
a lesser amount of time has always been a fundamental problem in web document
clustering. The authors introduce similarity technique-based K-means clustering
using bee swarm optimization and artificial neural networks in this work. The
artificial neural network helps classify the best centroid location based on the
similarity index of the document and according to the trained structure of ANN to
organize the best cluster number to test queries. The quality of papers returned is
improved significantly with lesser execution time and improved efficiency through
the projected method.
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6 Conclusion and Future Work

There are many document classification applications in the industrial world already
presented by researchers. Still, they faced several problems like best centroid
localization, less uniqueness of clustered data; clustering time is more, etc. The
proposed research work enhances the clustering mechanism and validates the
clustering using artificial neural network (ANN). To solve the problem mentioned
above, cosine similarity and BSO and ANN are used to determine the text docu-
ments’ resemblance. The neural network is a computation algorithm used to classify
the problem iteratively. From the experiment, it has been concluded that the average
value of precision, recall, average classification error, and F-measure for 1000
number of the document are 0.82, 0.79, 3.2%, and 0.814, respectively. The value of
the proposed F-measure is high compared to the existing F-measure value, where
the F-measure value of the proposed work is increased by 6.4% from the current
work. This indicates that the classification accuracy of the ANN structure is high.
The average run time taken for 100 iterations was 0.244 s which remained constant.
Finally, the comparison is made where our approach outperforms the existing
system with an accuracy of 94.77%. Proposed work is proved effective in
improving the quality of returned documents as the F-measure parameter value is
increased efficiency. The future investigation includes evaluating the whole process
using other evolutionary approaches, comparing the work done with different
state-of-art methods. Work can be enhanced to reduce the run time by trying to use
other classification approaches.
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