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ABSTRACT
This study aims to enhance business sustainability in the context of Higher Education Institutions (HEIs) by utilizing AI 
and forecasting techniques. It explores the development and comparison of prediction models, including the use 
of dashboard development, to support decision-making processes within HEIs. The study covers various aspects, 
including the background of forecasting and prediction models, the use of specific models such as the Prophet 
Model, Long Short-Term Memory (LSTM) Model, and Polynomial Regression Model, as well as the importance 
of dashboards for HEIs. The methodology section outlines the data collection and preparation process, model 
selection, approach, diagrams, functional and non-functional requirements, justification of tools, and libraries 
and models used. The implementation section delves into the system design and development of the dashboard, 
including the login page, homepage, forecast page, and insert data page. As for the findings, the LSTM Model 
has proven to be the most accurate and suitable model to be implemented for forecasting student enrolment 
data in this study. The dashboard's future enhancements involve adding more faculties, predictive features for 
resource allocation, refining the visual identity, improving user registration on the login page, and exploring better 
models for student enrolment predictions. Overall, the study provides valuable insights into the application of AI 
and forecasting techniques in HEIs, aiming to enhance business sustainability and decision-making processes. It 
contributes to the growing body of knowledge on the use of technology-enabled AI in higher education institutions, 
with a focus on forecasting student enrolment data and developing prediction models.
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1. INTRODUCTION

In the ever-evolving landscape of higher education, the 
ability to forecast and analyse student enrolment data 
using prediction models stands as a pivotal function 
for Higher Education Institutions (HEIs). The accurate 
prediction of student enrolment trends, coupled with a 
comprehensive analysis of historical and real-time data, 
empowers HEIs to make informed decisions, allocate 
resources efficiently, and provide quality education to 
their diverse student populations (Pepin et al., 2022). This 
serves as a comprehensive introduction to the concept 
of forecasting and comparing prediction models for 
student enrolment data within the context of HEIs, with a 

specific emphasis on the development of a dashboard 
as a tool for this purpose. It outlines the fundamental 
background, justification, and objectives of this research, 
providing a full overview of the subsequent chapters that 
delve into the intricacies of this research domain. Some 
of the specific challenges or issues in higher education 
that make forecasting student enrolment crucial are 
increasing competition among HEIs, changing student 
preferences and expectations, uncertain economic 
and social factors, and limited resources and budget 
constraints. These challenges require HEIs to adopt 
proactive and strategic approaches to plan and 
manage their enrolment activities, as well as to optimize 
their academic and administrative operations. The 
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importance of the developed dashboard in addressing 
these challenges is that it provides a user-friendly and 
interactive platform for HEIs to access, visualize, and 
analyse student enrolment data using various prediction 
models. The dashboard enables HEIs to compare the 
performance and accuracy of different models, such 
as Prophet, LSTM, and Polynomial Regression, and to 
select the most suitable one for their specific needs 
and scenarios. The dashboard also facilitates the 
communication and presentation of the forecasting 
results and insights to the relevant stakeholders, such 
as top management, faculty, and staff, for effective 
decision-making and policymaking.

1.1 Background

1.1.1 Forecasting and Prediction Models
Prediction models are widely used in the modern era 
with all sorts of models in place and many industries are 
using these models to further upgrade their business or 
systems. Predictive modeling is a statistical technique 
that uses historical and current data to create, process, 
and validate a model that can be used to forecast 
future outcomes. Predictive modelling involves various 
applications such as assessing the value of a sales 
opportunity, predicting the chances of receiving spam, 
or determining the probability of someone clicking 
a link or making a purchase (Lawton et al., 2022). 
Forecasting is a valuable technique that uses past data 
to make dependable predictions about what might 
happen in the future. Businesses use it to figure out 
how much money to set aside and to plan for future 
costs. Forecasting is crucial for making smart business 
choices because it helps management see trends and 
shifts in important business factors like expected sales 
or customer behaviour, no matter how big or small the 
organization is (Tuovila, 2023). Given this, forecasting 
holds significance as it proves beneficial in various 
scenarios, particularly in corporate management, by 
enabling accurate predictions of future trends and 
events. Its importance lies in assessing the potential 
success of new business ventures, identifying financial 
needs, ensuring consistent operations throughout 
the organization, aiding managers in making sound 
decisions, and developing practical plans for the future. 

Forecasting student enrolment entails analysing 
informat ion about enro lment, demographics, 
geography, and land usage to predict how many 
students are likely to enroll in higher education institutions 
in the future (Vick, 2020). Forecasting is a crucial starting 
point for planning in any organization, especially in 
higher education. Among various forecasts, predicting 
student enrolment is particularly important as it affects 
institutional income, faculty needs, space requirements, 
budgets, and other aspects. A study has explored 
the most common of four of the six basic forecasting 
techniques—regression, time series, data mining 

(along with its sub-methods), and analysing historical 
data & trends—which are most commonly used in 
higher education for analysing student enrolment 
(Lavilles, 2012). Moreover, forecasting is commonly 
used in higher education for enrolment, marketing, 
teaching, and performance purposes. Over the last 
two decades, two relatively new forecasting methods, 
data mining and surveys, have been employed in 
higher education (Sinuany-Stern, 2021). There are three 
models that will be compared in this research. The 
models are Prophet Model, LSTM Model and Polynomial 
Regression Models. The rationale for selecting these 
particular models is to compare different approaches 
to forecasting: a statistical model (Prophet), a neural 
network model (LSTM), and a classical machine learning 
model (Polynomial Regression). By comparing their 
performance on the same dataset, we can evaluate 
their strengths and weaknesses and choose the best 
model for our problem.

1.1.2 Prophet Model
Prophet is a time-series forecasting tool available 
in both R and Python created by Facebook. It's an 
open-source algorithm designed to build time-series 
models, combining traditional concepts with innovative 
approaches (Krieger, 2021). The Prophet model is a 
significant tool in time-series forecasting due to its 
unique approach and capabilities. Prophet is known for 
its speed and ability to generate automated forecasts 
that can be fine-tuned manually based on the data. 
Prophet is based on an additive model where non-linear 
trends are fit with yearly, weekly, and daily seasonality, 
plus holiday effects. This allows it to capture complex 
patterns and changes in trends over time, which is often 
challenging with traditional time series models (Goyal, 
2020). One of the key strengths of the Prophet model 
is its ease of use. It’s designed to be user-friendly and 
completely automatic. You can point it at a time series 
and get a forecast. It also handles trend and seasonality 
features natively, making it a good baseline model if the 
time series follows business cycles. The model’s decisions 
are easy to interpret thanks to its native breakdown 
of the forecast into time components. Furthermore, 
Prophet can model complex seasonality and general 
trends in time series data (DiBattista, 2022).

1.1.3 Long Short-Term Memory (LSTM)
Model Long Short-Term Memory (LSTM) is a type of 
recurrent neural network (RNN) explicitly designed for 
processing sequential data like time series, speech, and 
text (Brownlee, 2017). LSTM was created by (Hochreiter 
& Schmidhuber, 1997) to address the challenge of RNNs 
not effectively handling long-term dependencies. In 
traditional RNNs, there's a limitation where they struggle 
to predict information stored in long-term memory 
but perform better with recent data. LSTM networks, 
on the other hand, excel at capturing long-term 
dependencies within sequential data, a feature that sets 
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them apart from traditional RNNs. This unique capability 
allows them to remember information over extended 
periods, making them particularly well-suited for tasks 
that require the understanding of complex, temporal 
relationships. This attribute makes them particularly 
well-suited for tasks such as language translation, where 
understanding the context from the start of the sentence 
is crucial for accurate translation. In speech recognition, 
LSTM’s ability to remember ‘earlier heard sounds’ helps 
in better prediction of the current sound. Furthermore, 
in time series forecasting, LSTM’s proficiency in learning 
the pattern over a long duration makes it a preferred 
choice (Jiang, 2021).

1.1.4 Polynomial Regression Model
Polynomial regression is a form of regression analysis 
employed to establish the connection between a 
dependent variable and one or more independent 
variables. Its unique capability lies in its ability to capture 
non-linear relationships among variables, a feature that 
sets it apart from other regression techniques (Gavrilova, 
2021). This method is a potent tool for predictive 
analytics, finding applications in various fields. For 
instance, in the field of epidemiology, polynomial 
regression can be used to forecast disease spread rates, 
providing valuable insights that can guide public health 
interventions. In the realm of human resources, it can 
help in determining fair compensation by considering 
multiple factors such as experience, education, and 
job role. Furthermore, it is instrumental in implementing 
advanced preventative road safety software by 
analyzing and predicting accident hotspots based on 
historical data (Kumar, 2023).

1.1.5 Dashboard For HEI
A dashboard is a central and interactive tool that 
enables businesses to keep track of, analyse, and gain 
useful insights from different sets of data in different 
important areas, such as student per formance, 
enrolment, retention, graduation, and satisfaction. 
It displays data in a visually engaging and easy-to-

understand way (Calzon, 2022). Dashboards offer 
a convenient way to extract insights from raw data 
without the need for coding. They come with several 
benefits, including giving a snapshot of crucial data 
indicators and allowing users to view all important Key 
Performance Indicators (KPIs) in a single place. Acting 
as a central hub, dashboards enable users to access 
and evaluate the latest information easily (Malnik, 
2022). In the context of this study, the benefits that 
dashboard brings are being able to monitor the trends 
and patterns of student enrolment across different 
programs, campuses, and demographics. They can 
also compare their enrolment data with their targets, 
budgets, and benchmarks (Keoy & Kwek, 2012). This 
can help them identify the strengths and weaknesses 
of their recruitment strategies and make informed 
decisions to improve them. Moreover, dashboards can 
communicate the enrolment data and outcomes to 
various stakeholders, such as faculty, staff, students, 
alumni, donors, and policymakers. This can enhance 
the transparency, accountability, and reputation of the 
HEIs. The dashboard also includes filtering options to 
narrow down the displayed data by year and campus 
(Nils R, 2021). These options enhance the usability of the 
dashboard by allowing users to customize their view and 
focus on the data that is most relevant to their needs and 
goals. An example of this type of dashboard is provided 
in Figure 1. In order to better understand the popularity 
of the dashboard among Higher Education Institutions 
(HEIs) and the common prediction models used for 
student enrolment data prediction, the literature review 
will be conducted to understand existing dashboards 
used in HEIs and how the existing dashboards work to 
help the management of an HEI as well as finding out the 
common prediction models used in student enrolment 
data prediction. The prediction models used for student 
enrolment data prediction are many, however, in this 
paper, I will be focusing on the Prophet Model, LSTM 
Model, and Polynomial Regression Model to find out the 
best model suited for a dashboard purpose.

Figure 1: Example of a Dashboard
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2.1 Popularity of Dashboard Among Higher Education 
Institutions

Dashboard development for student enrolment data 
is an important area of research in higher education. 
While there are several studies on the use of dashboards 
in higher education, there is limited research on the 
popularity of dashboards among higher education 
institutions (Kwek et al., 2022). However, some studies 
have explored the factors influencing the adoption of 
technology in higher education institutions, including 
dashboards. A researcher proposed the construction 
of a prototype of a dashboard for the BI system to be 
adopted as a practice of governance by results in a 
Brazilian public institution (Azevedo et al., 2021). The study 
aimed to ensure agility in accessing and processing 
information, support the decision-making of managers, 
allow efficiency and public transparency, and minimize 
the difficulties in access, in the management of various 
BI systems and the informational asymmetries existing 
in the Public Administration. Another study conducted 
in Egypt found that higher education institutions in 
developing countries are challenged with the high 
enrolment student rates, crowded classes, and inability 
to track the progress of each student individually, which 
increased the demand to find a solution that can 
redeem those problems (McEvoy et al., 2010; Sharma 
& Joshi, 2022).

2.2 Prediction Models Used for Student Enrolment Data

2.2.1 Data Mining Approach
Data mining technique is one of the techniques used in 
past studies to predict student enrolment data. There 
is a study that focuses on predicting student enrolment 
data using data mining techniques. It introduces 
a framework aimed at forecasting the university's 
incoming student numbers based on historical data 
and diverse factors like academic performance, socio-
economic background, and admission criteria. To 
achieve this, the article employs various data mining 
methods, including decision trees, neural networks, and 
support vector machines, using data collected from a 
university in Malaysia. The accuracy and performance 
of these prediction models are thoroughly assessed and 
compared. In its conclusion, the article underscores 
the utility of data mining for enrolment management 
and planning, ultimately identifying the neural network 
as the most effective method for predicting student 
enrolment (Haris et al., 2016).

2.2.2 Time Series Analysis Approach
The next common approach is time series analysis, which 
is also the most common approach used by people. A 
study tackles the forecasting of enrolment for a higher 
education institution (HEI) located in the Philippines. 
The chosen method for this task is the Autoregressive 
Integrated Moving Average (ARIMA)(p,d,q) model, a 

type of time series analysis. To make these predictions, 
the article relies on historical enrolment data spanning 
from 2011 to 2019, sourced from the Office of the Registrar 
at Cebu Technological University-Barili Campus. Several 
techniques, including the autocorrelation function 
(ACF), partial autocorrelation function (PACF), and 
Akaike information criterion (AIC), are employed to 
determine the most suitable ARIMA(p,d,q) model for 
the dataset. Ultimately, the article determines that the 
ARIMA (0,2,1) model offers the most accurate predictions 
for enrolment over the next six years, from 2020 to 2025, 
projecting a consistent increase in enrolment during this 
period. The article also delves into the potential benefits 
and implications of these forecasts for HEI management 
and planning. Additionally, it suggests potential avenues 
for future research in this field (Dela Cruz et al., 2020).

2.2.3 Machine Learning Approach
The third common approach is machine learning. The 
following article summary focuses on the application 
of machine learning techniques to forecast student 
enrolment and predict attrition, aiming to assist higher 
education institutions in managing these aspects 
effectively. Real data from the Abu Dhabi School of 
Management (ADSM) in the UAE is utilized as the primary 
data source. The authors employ association rule mining, 
boosting, and ensemble methods to identify student 
characteristics influencing enrolment and attrition 
trends. Prediction chart of enrolment rate under ARIMA 
(2,1,2) model is depicted in Figure 2. The outcomes 
reveal that their models achieve high accuracy, offering 
valuable insights for ADSM. Additionally, they propose 
that these methods can be applied more broadly to 
benefit other higher education institutions, aiding in 
enhancing their overall performance and sustainability. 
The boosted regression tree model for predicting student 
enrolments achieved 89% accuracy using 10-fold cross-
validation and outperformed the single regression tree 
model that achieved only 76% accuracy (Shilbayeh & 
Abonamah, 2021).

Figure 2: Prediction chart of enrolment rate under ARIMA (2,1,2) model
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2.2.4 Deep Learning Approach
There are no studies of people using deep learning 
techniques to predict student enrolment data. However, 
other studies use deep learning techniques to focus on 
student learning outcomes and student performance 
predictions. The following paper finds that a combined 
CNN-LSTM (convolutional neural networks and long 
short-term memory) approach is the most effective 
for predicting student outcomes. The study focuses 
on the use of Learning Management Systems (LMSs) 
in higher education, with a particular emphasis on 
Blackboard, a widely used LMS. The goal is to determine 
how certain Key Performance Indicators (KPIs) related 
to student interactions with Blackboard can predict 
student learning outcomes. The study employs a mixed-
methods approach and analyses data from seven 
general preparation courses. It identifies predictive KPIs 
from Blackboard reports and uses correlation analyses 
to assess their relationship with student performance 
(Aljaloud et al., 2022). Table 1 depicts the summary of 
the literature review.

3. METHODOLOGY

3.1 Data Collection and Preparation

The mock student enrolment data is collected from the 
University of Cambridge Admission Office (University 
of Cambridge, 2023). Data has been taken from the 
‘Acceptances’ column in the diagram below. The data 
taken is from 2013 to 2022, which is 10 years. However, 
the data provided is only based on yearly data. So, 
adjustments were made to accurately split the data into 
three intakes per year. Several factors were taken into 
consideration to accurately depict the specific intake 
in a year. Such as the popularity of the courses based 
on past trends of actual intakes in other universities 
in Malaysia. Other than that, factors like seasonal 
enrolment were also considered. For example, the 
January intake has the least number of enrolments 
because high school graduates in Malaysia who want to 
continue their studies in a university still have not gotten 
their results to enroll. As for the May and September 
intake, there has been an increase in enrolment as it 

is considered the prime time to enroll in a university as 
everyone has gotten their results. Below is the dataset 
that has been curated for the most accurate version of 
actual enrolment data in a university in Malaysia based 
on the enrolment data of the University of Cambridge. 
The dataset utilized in this study is a compilation of mock 
student enrolment data, which was obtained from the 
University of Cambridge Admission Office. The data is in 
numerical format, displaying the total number of students 
enrolled in each year for each faculty. The decision to 
use this source is justified by the comprehensive and 
detailed nature of the enrolment information provided 
by such a prestigious institution, ensuring the reliability 
and high standard of our mock data. The original data, 
which spanned from 2013 to 2022, was based on yearly 
figures. However, to accurately mirror the enrolment 
pattern in Malaysian universities, which have three 
intakes per year, adjustments were made to the data. 
These adjustments took into account several factors. 
Course popularity trends were analyzed based on 
historical intake data from other universities in Malaysia, 
aiding in the estimation of the distribution of students 
across different courses for each intake. The timing of 
high school graduation results in Malaysia also affects 
the enrolment pattern. For instance, the January 
intake typically has fewer enrolments as students are 
yet to receive their results. Conversely, the May and 
September intakes see an increase in enrolments 
as most students have received their results by this 
time. Therefore, the curated dataset provides a more 
accurate representation of actual enrolment trends in 
Malaysian universities, while still being based on reliable 
data from the University of Cambridge.

3.2 Model Selection

The reason why these three models, the Prophet Model, 
LSTM Model, and Polynomial Regression are selected as 
the prediction models in this development is justified. 
As for all three models, research and development 
be not done by previous authors including creating a 
prediction model using the above three models for HEI 
student enrolment data. 

Table 1: Summary of the articles
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Therefore, efforts have been made to research and 
implement these models in this development to test and 
come out with a statement on whether these models are 
suitable for predicting student enrolment data. Another 
reason why these three models were chosen is because 
these models are most suitable for time series analysis, 
in which the student enrolment data are based on time 
series data.

As for the Prophet model, it is one of the well-known 
time series models that has been used in the prediction 
of other data. It is a relatively new prediction model 
therefore new technology and faster processing speed 
are present in the model. Prophet can handle time series 
data with multiple seasonal components. It allows you 
to specify both yearly and weekly seasonality, making 
it versatile for capturing different cyclic patterns in the 
data. This makes it perfect for the student enrolment 
dataset as there is monthly seasonality. It also stands 
out for its automatic handling of seasonality and 
holidays, robustness in the face of missing data and 
outliers, straightforward parameter tuning, provision 
of prediction intervals and uncertainty estimates, and 
scalability for large datasets (DiBattista, 2022). As for 
the LSTM Model, they can model complex patterns, 
both short-term and long-term, in the data. This makes 
them effective for time series that exhibit nonlinear 
relationships, irregular trends, or non-obvious patterns. 
LSTM Models also can naturally handle irregularly 
spaced time series data, which is common in real-world 
scenarios such as the student enrolment dataset in this 
development. They do not require equally spaced time 
intervals, and this flexibility is valuable when dealing 
with data that is not recorded at regular intervals. LSTM 
are also able to incorporate multiple features, adapt to 
varying sequence lengths, and automatically extract 
relevant features (Anishnama, 2023).

As for Polynomial Regression, although it is typically 
used in a non-time series context for modelling, it has 
been selected to observe how well it deals with time 
series data, and whether is possible or not possible to be 
implemented with the student enrolment data. Despite 
that, one of the primary advantages of polynomial 
regression is its ability to capture nonlinear relationships 
between variables. In time series data, trends and 
patterns may not always follow a linear path, therefore 
polynomial regression can be used to model these 
nonlinear trends more effectively than linear models 
(Pant, 2019). As for why other time series models were not 
implemented in this study has been justified. Time series 
models like ARIMA which has been implemented in 
other studies, the model requires a stationary time series 
with many observations. If the student enrolment data 
is limited, the ARIMA model may not be suitable (Slim et 
al., 2018). Which in this case is true for the dataset of this 
development. Other than that, Vector Autoregression 
(VAR) models are much more complex and difficult 

to implement than others. The model also requires 
multiple time series variables and can be challenging 
to estimate. Without the proper expertise to implement 
such a complex model, it may not be a feasible option 
(Chen, Li & Hagedorn, 2019). Not only that, but the 
Seasonal Hybrid also ESD (S-H-ESD) model requires 
additional features or variables to make accurate 
predictions. It requires a set of external variables that 
can explain the seasonal patterns in the data. Thus, 
if the student enrolment data does not have enough 
features or variables, the S-H-ESD model may not be a 
suitable choice (James & Weese, 2021). Many other time 
series models have not been mentioned, but those are 
beyond the scope of this project to cover and review. 
Therefore, as of this study, the three most suitable models 
have been chosen based on the justification above.

3.3 Approach

In this paper, we will utilize the Rapid Application 
Development (RAD) technique as it aligns well with the 
project's framework, timeline, and time limitations. RAD 
is an iterative process that enables the rapid and cost-
effective development of a high-quality system, making 
it well-suited for the project's schedule. The RAD method 
consists of four phases: requirements planning, user 
design, construction, and cutover. The user design and 
construction phases are repeated until the user confirms 
that the product meets all requirements. Following the 
initial phase, the next step is the user design stage, 
which marks the start of the system development 
process. This stage is dedicated to improving the user 
interface (Sharma, 2015). To guarantee that the client's 
requirements and expectations are met during the 
design phase, several presentations will be carried 
out. These presentations will include prototypes and 
encourage interactions with the top management of 
the higher education institution (HEI). The following stage 
is the construction phase, where the prototypes and 
beta systems created in the design phase are turned 
into a functional model. The project team, consisting 
of programmers, coders, testers, and developers, has a 
vital role in ensuring the system functions effectively and 
aligns with the client's expectations and goals (Sharma, 
2015). Throughout this phase, the client can offer any 
additional requests or input as needed. The final stage, 
known as the cutover phase or execution phase, comes 
after multiple revisions. The dashboard management 
system is now ready for deployment. A final report for 
the project will be generated, and a presentation will 
be conducted to delve deeper into the report. The 
dashboard system will be accessible for use by the top 
management at any higher education institution (HEI).

3.4 Validation

Another study explores the use of data mining techniques 
to forecast student enrolment in a higher education 
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institution based in Malaysia. The study follows the CRISP-
DM process model, encompassing data collection, data 
preparation, modelling, and evaluation stages. Within 
this framework, the article applies three data mining 
methods—logistic regression, decision tree, and naïve 
Bayes—to the application data of three undergraduate 
programs: information technology, engineering, and 
business management. Through a thorough comparison 
of accuracy and performance, using 10-fold cross-
validation, the article determines that the decision tree 
method outperforms the others across all programs. The 
article goes on to identify key factors that significantly 
influence enrolment decisions, including the intended 
major, parent employment status, and application 
type. Lastly, it discusses the potential advantages and 
implications of these prediction models for institutional 
management and planning. Since there are Information 
technology, engineering, and business management 
enrolment prediction accuracy, the study takes the 
average of all the 3 faculties for the accuracy models. 
Logistic regression is at 70.75%, Decision tree is at 71.36% 
and Naïve Bayes is 70.04% (Ghani et al., 2019).

4. IMPLEMENTATION

4.1 Login Page

First, users will be greeted with a login page into the 
dashboard. Only authorized users will be able to access 
the dashboard. After entering the username and 
password, users proceed to click enter on the keyboard 
to login to the dashboard as depicted in Figure 3.

Figure 3: Login page

4.2 Homepage

After logging into the dashboard, users are greeted with 
the Homepage of the dashboard. The page is the page 
for users to analyse and visualize the overall current 
student enrolment data in the HEI. This ranges from 
past data to present-day data. For example, the figure 
below shows the current total enrolment of students 
in 3 different faculties from the year 2020 to current as 
depicted in Figure 4. 

4.3 Forecast Page

The forecast page is the page for users to forecast future 
student enrolment data in the HEI. Users are greeted 
with this page to forecast student enrolment. Users 
can select from the list of faculties on the left side of 
the dashboard. Followed by selecting the department 
in the faculty to start the forecast analysis. Users can 
view the current enrolment of the department to make 
comparisons with the forecasted values by clicking on 
the expandable section. The same goes for the three 
different models, the user can click on the expandable 
section for each of the models to view the graphs and 
values as depicted in Figure 5. 

Figure 4: Overall current student enrolment data

Figure 5: View of forecast page

5. RESULTS AND EVALUATION

5.1 Model Accuracy Results

The table below are the RMSE and MAPE results for each 
of the three models for each of the departments. This is 
to determine which model is the most accurate in terms 
of prediction modelling and suitable to be used in the 
student enrolment dashboard as a forecasting tool. 
The accuracy of different model is depicted in Table 2. 
Based on the RMSE and MAPE results in Table 2, it is shown 
that the LSTM model consistently outperforms the other 
models. The model provides more accurate predictions 
with lower RMSE values and precise percentage error 
minimization with lower MAPE values. It excels in almost 
all of the departments, except one department which 
is Electrical Engineering. The Prophet Model is also 
an option to consider with relatively accurate results 
coming in behind the LSTM Model.  
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Table 2: Model Accuracy Results

In fact, the Prophet Model excels in one department 
which is Electr ical Engineering, getting a higher 
accuracy score result compared to the LSTM Model. In 
contrast, the Polynomial Regression model consistently 
ranks the lowest with the highest MAPE values and, in 
many cases, the highest RMSE values, indicating its 
limited forecasting effectiveness.

6. FUTURE WORK AND LIMITATIONS

The future work of this research can be to integrate 
the LSTM model with another artificial neural network 
(ANN) model so that more accurate prediction can be 
achieved along with corresponding decision-making 
and responsive analogy. This integrated model can 
further be validated with real-time data and help HEI 
to work on aspects that need improvement to increase 
student enrolments. Furthermore, business models can 
also be embedded with LSTM to create a framework 
and can be hypothetically tested with focus group 
discussions and structured interviews. The validation 
can be performed with technology acceptance models 
(TAM) and other user acceptance and usability testing 
methods. The combination of LSTM models with other 
ANN architectures provides a synergistic approach 
to improving predictive accuracy. Based on the 
analysis, LSTMs are considered the best approved for 
capturing temporal dependencies, in addition to the 
diverse strengths of additional ANN models. The results 
demonstrate a robust and comprehensive model, 
able to effectively integrate the capabilities of each 
component to generate more accurate predictions 
across various applications.

The limitations in the study can be identified as a lack 
of more accurate data preparation and preprocessing 
being done. The data collected was from a real source, 
however the numbers of students based on each intake 
were roughly estimated just by randomizing the data 
and factoring the previous enrolment trends according 
to intakes in Malaysian universities. The only data given 

was based on a yearly basis, so the prediction results 
could be biased or not reflect the accurate version of 
the current institution’s enrolment numbers. Another 
limitation is the small sample size that is needed to 
train the model. Due to the relatively small sample 
size, training the model with a small data size may not 
be the best scenario. Prediction models usually run 
and predict values better with a bigger sample size 
provided. Other than that, the evaluation and testing 
of the dashboard were not done with professional 
users. Which could provide valuable insights into the 
dashboard’s effectiveness based on their experience 
working with dashboards.

The future work to be done to the dashboard includes 
increasing the number of faculties and programs for 
a more complete view of the whole institution. Not 
only that, but also the dashboard could include the 
function to determine the number of scholarships, 
grants, staff, classrooms, etc. to allocate based on 
the predicted number of students in the future to help 
assist better with planning. More refinement can be 
done to improve the user-centricity of the dashboard 
by including a specific visual identity to the dashboard 
for the institution that is using the dashboard. The login 
page of the dashboard could perhaps include more 
functions to register new users and to have an option 
to forget passwords. More future work can be done 
by comparing other different time series prediction 
models and finding perhaps a better model for student 
enrolment prediction purposes. As time goes by, more 
specific features tailored for individual institutions can 
be added freely. In addition, external factors such as 
economic indicators and demographic data will also 
be incorporated to expand the predictive model. Such 
additions will improve the accuracy of the model and 
this increase resource efficiency.

7. CONCLUSION

In the end, if we had to choose one model to be used 
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in the dashboard for forecasting, it would be the LSTM 
Model. As based on the results of the models and the 
prediction accuracies, LSTM Model is the most accurate 
model among the other models despite the slow 
processing time and random changes of prediction 
values every time the model is being ran. Even though it 
may be slower in processing, it produces more accurate 
and reliable results and as for the random values, 
we can counter that with the random seed function. 
The Prophet Model is also a valid choice of model to 
choose from however, despite being fairly accurate 
with its predictions, it may not be the best at predicting 
as it has a subpar predictive performance when 
compared to other time series models. This is especially 
important from a business view of perspective, which 
means even the slightest miscalculation of the student 
enrolment prediction values, means an impact on the 
operation of the institution. As the student enrolment 
predictions could help the institution with allocating 
the future number of staff, grants, scholarships, facilities 
upgrade cost and much more. Therefore, having the 
most accurate prediction model to predict the student 
enrolment number has a more accurate representation 
of the future enrolment number, thus allowing the 
management of the institution to have the ease of 
heart while planning of time without worrying about 
overpredicting or underpredicting scholarships, grants, 
etc. Additionally, it's essential to highlight the broader 
objectives of this study, focusing on the Sustainable 
Development Goals (SDGs) of the United Nations, 
specifically Goal 8 (Decent Work and Economic Growth) 
and Goal 4 (Quality Education) (UNDP, 2015). The 
dashboard's predictive accuracy can play a pivotal role 
in achieving these goals by enabling informed decisions 
related to staffing, resources, and educational quality. 
In conclusion, this study has successfully achieved the 
three main objectives written in this report and the 
main aim to develop a dashboard system to assist the 
top management of a HEI to make informed decisions 
based on the forecasted and visualized student 
enrolment numbers in the dashboard.
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