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A B S T R A C T

In the recent past, the distributed software development (DSD) process has become increasingly prevalent with 
the rapid evolution of the software development process. This transformation would necessitate a robust 
framework for software requirement engineering (SRE) to work in federated environments. Using the federated 
environment, multiple independent software entities would work together to develop software, often across 
organizations and geographical borders. The decentralized structure of the federated architecture makes 
requirement elicitation, analysis, specification, validation, and administration more effective. The proposed 
model emphasizes flexibility and agility, leveraging the collaboration of multiple localized models within a 
diversified development framework. This collaborative approach is designed to integrate the strengths of each 
local process, ultimately resulting in the creation of a robust software prototype. The performance of the pro
posed DSD model is evaluated using two case studies on the E-Commerce website and the Learning Management 
system. The proposed model is analyzed by considering divergent functional and non-functional requirements for 
each of the case studies and analyzing the performance using standardized metrics like mean square error (MSE), 
mean absolute error (MAE), and Pearson Correlation Coefficient (PCC). It is observed that the proposed model 
exhibited a reasonable performance with an MSE value of 0.12 and 0.153 for both functional and non-functional 
requirements, respectively, and an MAE value of 0.222 and 0.232 for both functional and non-functional re
quirements, respectively.

1. Introduction

In recent times, software engineering has undergone a profound 
transformation concerning requirement engineering, fault localization, 
benchmarking, code translation, dependency evaluation, trouble
shooting, and adoption of distributed software development. Distributed 
software development (Jabangwe et al., 2016) refers to the collaborative 
development of software systems by geographically dispersed teams, 
often operating in different time zones and organizational structures. 
With the advent of the Federated learning environment, software 
development has taken remarkable innovative possibilities like scal
ability, distributed model training, privacy preservation, and rapid 
development process (Xu et al., 2023). This approach addresses the 
challenges arising from having development teams spread out across 
distinct projects of the prototype, sometimes using diverse development 
processes and having various stakeholder perspectives. SRE utilizes 
federated environments to create a cohesive ecosystem that surpasses 

geographical borders, enabling the unified global model. The global 
model elucidates the requirement prioritization for better prototypes.

The DSD allows multiple entities to work collaboratively on the same 
project across different interdependent components simultaneously 
(L’Erario et al., 2020). Unifying multiple interdependent components 
would be a challenging task, as the priority of the requirements does 
change from component to component. The priorities across the com
ponents of the software prototype must be considered while building the 
global model. Those priorities have to be normalized while assigning a 
priority to the feature, i.e., the requirement in the global model (Qi et al., 
2024). The simultaneous development of the components would assist in 
faster prototype development. The federated learning environment on 
the top ensures the security of the sensitive data associated with the 
software requirement, design, and prototyping (El Koshiry et al., 2024). 
Furthermore, distributed development mitigates the risks associated 
with single-point failures, as redundancy and fault tolerance are inher
ently built into the process.
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DSD has risen in popularity in recent years as a result of globaliza
tion, remote work patterns, and the requirement for specialized exper
tise from various geographical areas. A federated environment, defined 
as remotely connected, independent modules that work together, is 
often used to assist such DSD processes and yield a better software 
prototype. The primary challenge in the DSD is developing a global 
software prototype from multiple local prototypes by considering 
divergent software requirements. Each software model would have a 
divergent requirement, and they are weighted accordingly based on 
their significance and the engineering technique required. Integrating 
all such requirements and software development models needs a robust 
model to effectively address the constraints associated with requirement 
prioritization (Mostafa et al., 2024). The current study focuses on 
developing a global model that can effectively develop a global model by 
integrating all the local models and normalizing the requirement’s sig
nificance across the models.

Federated learning greatly improves security in the software devel
opment process through the decentralization of data storage and pro
cessing. Instead of aggregating data on a central server, federated 
learning allows individual devices to train models locally using their 
datasets (Wen et al., 2023). This method reduces the likelihood of data 
breaches and unauthorized access by keeping sensitive information on 
local devices and avoiding transmission of actual data over the internet. 
Rather, they exchange metadata like feature significance-related data. 
Techniques like differential privacy ensure that even the updates shared 
with the central server do not reveal software prototype-related data. 
This approach makes software development more secure, protects user 
privacy, and meets data protection regulations. The federated learning 
technology is a cost-effective way of developing the project in an agile 
development process, minimizing the need for extensive centralized 
infrastructure and reducing data transfer costs (Khan et al., 2023). The 

idea of the current DSD model in federated learning is shown in Fig. 1. It 
can be observed from the figure that multiple local models used in 
developing the components of the prototype are integrated over a 
federated learning environment to develop the global model. The 
research questions (RQ) analyzed across the study are listed below.

RQ1: Can the simultaneous development of the components of the 
software prototype be feasible concerning ever-changing software re
quirements (SR).

RQ2: The significance of the requirements would differ from 
component to component of software, and a unified requirement weight 
has to be assessed for optimized prioritization of the requirements in the 
global model.

RQ3: The development time and cost of a global model in the 
federated learning environment are comparatively better than the con
ventional DSD models.

There are certain assumptions made in the current study for ease of 
implementation and to confine the study to specific aspects of software 
engineering. The assumptions that are made in the current study are 
listed below. 

Assumption 1. The requirements in the software are considered as the 
features, where each requirement is considered as a single feature. These 
features are processed to build the software prototype optimally.

Assumption 2:. The feature weights are assessed using different 
feature engineering techniques like Stochastic Gradient Descent (SGD) 
and Ant Colony Optimization (ACO), which are used in the local models.

Assumption 3. To evaluate the working of the federated learning 
model, the feature weights are aggregated to the global model based on 
the feature weights being evaluated at the local models.

The current study is motivated by the necessity of building a software 

Fig. 1. Distributed Software Development in a Federated Learning Environment.
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prototype in the distributed framework for the simultaneous building of 
the components of the prototype at different geographical locations. 
Federated learning is considered to be an efficient and secure way of 
building software in a distributed environment (Cui et al., 2022). 
Furthermore, distributed development improves the ability to handle 
larger workloads and increases the ability to adapt rapidly to evolving 
requirements for the project. It also allows for incorporating changes to 
prototypes from different local models. Including federated learning 
guarantees data privacy and security since confidential information is 
confined to local sources, minimizing the possibility of breaches, 
thereby contributing to a robust software prototype (Le et al., 2023; 
Alshehri et al., 2024). The contributions of the current study are listed 
below.

• The functional and non-functional requirements associated with the 
desired software prototype considered in the case study are being 
identified.

• The requirements are considered as the features, and the weights to 
those features are assigned using the feature weight assessment 
technique.

• The assigned weights are updated over the iteration, and the opti
mized weights are aggregated to the global model.

• The performance of the proposed federated learning-based software 
development model is assessed concerning various evaluation 
metrics.

The rest of the sections of the manuscript are arranged in the 
following manner. Section 2 discusses the related work in distributed 
software development. The section also outlines the technical gaps 
associated with the conventional DSD models. Section three presents the 
background of the current study, where the feature engineering, dataset 
details, and implementation environment are discussed. Section four 
presents the proposed federated learning-based distributed software 
prototyping. Section five presents the experimental analysis of the pro
posed model. Finally, section six presents the conclusion and the future 
research directions.

2. Literature review

There are considerable studies on distributed software development 
technology, as the DSD would yield a more efficient, robust, and scalable 
prototype in a much more cost-effective and secure manner. This variety 
of locations also makes it possible for continuous development processes 
since teams in different time zones can work on the project continuously, 
which can also significantly reduce the development time (Taweel and 
Brereton, 2006). These are some of the reasons for the wider acceptance 
of DSD models. The existing studies in DSD and federated learning are 
discussed in the current section of the manuscript.

Marum Simão Filho et al. (Filho et al., 2018) have done a systematic 
review on task allocation in DSD, and have stated that distributed 
development is crucial in the software industry. The study has outlined 
multi-criteria models for task assignment in distributed software 
development, highlighting qualitative decision-making methods and 
identifying key aspects and classifications that could benefit future 
research. A study based on Agile Software Development (David et al., 
2023) in a distributed environment has stated Agile teams emphasize 
face-to-face communication and collaboration, but distributed software 
development challenges this due to spatial, temporal, and cultural sep
arations. A Grounded Theory study involving 55 participants from 38 
software companies in the USA, India, and Australia reveals that 
distributed Agile teams require substantial senior management support 
in areas such as organizational culture, HR management, financial 
sponsorship, infrastructure, technology, and customer liaison. Another 
study by Junior David et al. (David et al., 2023) on the topic of the Agile 
Management Model for Distributed Software Development (AgiTeD), 
has stated that it enhances distributed team support, particularly 

through the Agile Leader role and the Repository and Communication 
Rules artifact, on conducting the survey for 23 software developers who 
work remotely.

M. S. Farooq et al. (Farooq et al., 2022) in the study on the 
blockchain-based framework for Agile-based software prototyping 
aimed at addressing transparency, trust, security, and traceability issues 
in DSD. By utilizing smart contracts on a private Ethereum blockchain 
for tasks such as acceptance testing, secure payment, and penalty 
assignment, AgilePlus aims to enhance communication coordination, 
and mitigate trust issues between customers and development teams 
while also addressing scalability challenges through the use of Inter
planetary File System (IPFS) for off-chain storage. The Agile Develop
ment Cloud Computing framework (ADCC), as studied by Younas et al. 
(Younas et al., 2020), integrates agile development with cloud 
computing to support local and remote agile development environ
ments. While assessment findings have shown that cloud computing 
within the ADCC framework effectively addresses face-to-face commu
nication, transparency, scalability, and resource management issues, it 
still presents hurdles regarding data security threats, privacy concerns, 
interoperability, and high costs. Furthermore, ADCC does not own 
blockchain technology to address traceability, security, and trust 
concerns.

There are few studies on using federated learning in the software 
engineering domain. A case study by Yanming et al. (Yang et al., 2024) 
using Federated Learning for Software Engineering for Code Clone 
Detection and Defect Prediction. The study has summarized that a 
federated learning-based framework addresses these challenges by 
enhancing model performance on skewed industrial data while ensuring 
privacy, demonstrating superiority over baseline methods in real-world 
scenarios. Alharbi et al. (Alharbi et al., 2022) have presented an 
empirical investigation of distributed software testing using a Fuzzy 
TOPSIS-based approach. The study has analyzed the challenges IT 
businesses face in remote software production due to the COVID-19 
pandemic, emphasizing the importance of software testing for perfor
mance and accuracy. Using the Fuzzy TOPSIS method, it prioritized ten 
identified software testing challenges, acknowledging limitations such 
as potential bias and the fixed number of issues considered and sug
gesting future research to explore other multi-criteria decision-making 
approaches and weight estimation techniques.

A survey on interaction design in DSD models was presented by 
Domingos Alves et al. (Domingos Alves et al., 2023) to examine how 
distributed teams handle interaction design tasks and the complexities 
that arise from geographical, temporal, and cultural differences. In 
addition to identifying critical behaviors that may enhance teamwork 
and project results, the research also highlights major obstacles these 
teams encounter in the DSD model. Another study on learning soft skills 
through DSD (Alharbi et al., 2022) involves a distributed online course 
where Belarusian university students worked on industrial projects for 
Danish clients. The course aimed to teach Scrum and enhance soft skills 
such as communication, teamwork, and problem-solving. The course 
also provided Belarusian teachers with insights for future course 
development.

Conventional distributed software development encounters certain 
constraints that impede its efficiency and effectiveness. A significant 
constraint is the presence of communication obstacles resulting from 
geographical and time zone disparities, which may result in mis
interpretations and project timetable delays. In addition, ensuring 
similar quality and standards across geographically separated teams is a 
challenge due to differences in experience and local practices, which 
might impact the uniformity of the end result. Security issues are also a 
factor, especially when it comes to transmitting and storing data in 
different places, which raises the likelihood of data breaches. Federated 
learning can address many of the limitations in conventional DSD by 
enhancing collaboration, security, and efficiency. By allowing multiple 
decentralized devices or servers to collaboratively train machine 
learning models without sharing raw data, federated learning 
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significantly reduces the risk of data breaches and enhances privacy.

3. Material and methods

The current section of the manuscript discusses the data that is being 
considered in evaluating the model, details of the implementation 
environment, and pre-processing techniques are being discussed. 
Feature engineering plays a vital role in the current study. The software 

requirements are considered features and processed in the federated 
environment, which is demonstrated using the two case studies dis
cussed in a subsection of the current study. The working process in the 
current study is shown using the flow diagram, as shown in Fig. 2. The 
requirements gathered from the clients are processed and segregated 
into functional requirements (FR) and non-functional requirements 
(NFR). NFRs are not explicitly defined, but they are identified based on 
the FR and the nature of the prototype that is being developed.

Fig. 2. The workflow of the proposed DSD model in the FL environment.

Fig. 3. The functional and non-functional requirements are considered in the current study.
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Upon processing the requirements, the initial weights of the features 
are assessed, and those feature weights are updated using the techniques 
that are being used in the local models. Finally, those feature weights are 
aggregated by the feature aggregator, and those aggregated feature 
weights are used to develop the global model.

3.1. Data collection and processing

The data in the current study is determined based on the FR and NFR 
associated with the case studies being considered. The initial feature 
weights of features are being considered based on their significance in 
the project. Functional requirements are considered highly significant, 
and non-functional requirements are prioritized at the next level (Shah, 
2016; Shankar et al., 2020). Subsequently, the feature weights are 
optimized using the feature engineering mechanism. The features that 
are considered in the current study are categorized as shown in Fig. 3. 
The lower significant features do not mean that they can be ignored 
during the development process, rather, they are given lesser initial 
weights, and based on their impact on the development process, they are 
given more weightage over the iterations. All the components that are 
desired to be the functionalities of the prototype are considered as the 
function requirements, where the features can be made in the prototype 
(Siddique et al., 2024).

On the other hand, the non-functional requirements are those that 
will not be directly accessible to the user, but they would assist in better 
robust software, and they are given considerable weightage as func
tional requirements are more or less dependent on the non-functional 

requirements (Raj Kumar Chopra, 2016). Not all non-functional re
quirements are considered in the software development process; they 
are prioritized based on their significance to the prototype being built. 
Furthermore, the features are assigned feature weights and processed 
using feature-processing techniques (Ijaz et al., 2019).

The complete dataset is used as a single fold through the process 
weight estimation, updating, and aggregation. In bot processh the test 
cases that are being considered in the current study, 8 requirements for 
each FR and NFR are being considered in evaluating the proposed 
model.

3.2. Implementation environment

The current subsection of the manuscript presents the details of the 
implementation environment that is used in the current study. The 
model is evaluated using the standalone system that makes use of the 
pre-built libraries. As part of the evaluation, the local models are being 
implemented across multiple local machines, where two machines are 
considered the local model and one machine is considered the global 
model. The docker is used to integrate all the machines in the federated 
learning environment, and the models are locally implemented using the 
Jupiter notebook platform. The details of the machines are listed in 
Table 1.

3.3. Case studies

The proposed model is being evaluated using the case studies. Two 
case studies are being considered in the current study to evaluate en
gineering requirements in the federated learning environment. The E- 
commerce website project and the web-driven Learning Management 
System (LMS) are being considered in the current study. The desired 
functionalities are being discussed in the current study. After COVID-19, 
e-commerce and LMS have made a breakthrough in the market, as the 
majority of citizens across the globe wish to access the services remotely 
rather than move out of their homes (Costa and Rodrigues, 2023; Barona 
and Ramirez, 2021).

Table 1 
Details of the Implementation Environment.

Environment Details

Machine Standalone Laptop
Make Dell Inspiron 3530
Processor Intel Core i7 13th Gen
RAM 16 GB DDR3
Operating System Windows 11
Coding Platform Python
Implementation Platform Jupiter Notebook v7.1.2
Libraries TensorFlow, PyTorch, NumPy, Flask

Fig. 4. Image representing the software requirements associated with the E-commerce website.
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3.3.1. Case study on E-commerce website
E-commerce platforms have fundamentally transformed the retail 

industry, revolutionizing corporate operations and consumer shopping 
habits. The E-Commerce website functionalities are in common with 
various online platforms like amazon.com (Qin and Liu, 2022) and fli 
pkart.com (Monsalve-Obreque et al., 2023), where the customers are 
allowed to browse across the variety of items that are sold through the 
website, and they can add them to the shopping basket and buy them 
from the website. The users are recommended to log in using valid 
credentials to the website before they place an order, and they are given 
the feasibility to update their account information, including the email 
ID, mobile number, address, and delivery preferences. In the payment 
process, users can pay online using cards or wallets and avail themselves 
of the cash-on-delivery option. All these are considered in the develop
ment of the e-commerce website, along with the aforementioned FR, and 
some of the NFRs are also being considered for the development of a 
robust prototype (Monfared and Kamandi, 2016). The corresponding 
requirements and functionalities for the E-Commerce website are shown 
in Fig. 4.

Apart from the abovementioned FR, which is desired to be the fea
tures associated with the e-commerce website, the NFR has to be 
considered while building a robust software prototype. The NFR in
cludes the various additional functionalities that make sure the software 
prototype performs well and all the FRs appropriately function as 
desired. Moreover, the FR is dependent on the NFR for robust software. 
The FR and NFR are not limited to the ones shown in the figure above; 
they are various aspects that are being addressed in the NFR. The per
formance related aspects like data privacy, security, user-friendliness, 
scalability, maintainability, customization, interoperability, and exten
sibility are some of them that are not directly attributed by the cus
tomers, but NFR is essentially important like FR for proper functionality.

3.3.2. Case study on learning Management System
A Learning Management System is an application that is designed to 

automate the process of creating, delivering, and managing academic 
courses at universities and training institutions. It offers a centralized 
platform for faculty to post and organize course materials, monitor 
student progress, and evaluate performance. LMS systems consist of a 

variety of activities, including discussion forums, quizzes, assignments, 
and multimedia material, which facilitate a dynamic and captivating 
learning experience. Through LMS, educational organizations and uni
versities can optimise administrative processes, promote interaction, 
and enhance the accessibility of instructional materials. The LMS would 
have some of the FR like user authentication, user management, course 
management, course mapping, Teacher-course mapping, student-course 
mapping, Progress tracker, Assessment module, feedback are some of 
the FR in the LMS project. The corresponding requirements and func
tionalities for the LMS are shown in Fig. 5.

Similar to the E-Commerce website, the LMS project will have more 
or less the same NFR, which is to be considered while building the 
prototype. Some of the NFRs include availability, cross-browser 
compatibility, resource management, version control, personalization, 
disaster recovery, backup management, documentation are few of them. 
The NFR would be common for almost all the projects, as they are 
concerned to the performance related requirements of the software 
prototype. When the NFR is less relevant to the project, the feature 
weight is assumed to be almost zero.

3.4. Evaluation metrics for the model

The performance of the FL-based DSD model is largely dependent on 
the feature weights that are being assigned. The more weight is assigned 
to the feature, the more significant the requirement is. The performance 
of the proposed model is evaluated using loss measures like the Mean 
Squared Error, Mean Absolute Error (Emmanuel et al., 2021), and the 
Pearson Correlation Coefficient (Li et al., May 2022) are being used in 
the evaluation of the proposed model.

Mean Squared Error approximates the average squared error be
tween the actual value and the predicted value. For over n observations, 
the actual value av and predicted value pv are used in assessing the error 
as shown in Equation (1). 

MSE =
1
n
∑n

i=1
(avi − pvi)

2 (1) 

Mean Absolute Error is almost identical to the MSE, which assesses 
the magnitude of error between the actual value and the predicted value. 

Fig. 5. Image representing the software requirements associated with the E-commerce website.
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For over n observations, the actual value av and predicted value pv are 
used in assessing the error as shown in Equation (2). The MAE performs 
comparatively better in the case of outliers as it takes the absolute value 
of errors. 

MAE =
1
n
∑n

i=1
|avi − pvi| (2) 

Pearson Correlation Coefficient quantifies the linear relation be
tween the two continuous variables, it depicts the strength and direction 
of the relation between two variables. When the resultant outcome is 
positive, it indicates positive linear relation among the variables, when 
the corresponding resultant value is zero, both the variables are inde
pendent of each other. When the resultant value is negative, i.e., less 
than zero, it indicates a negative linear relation among the variables. 
The corresponding formula for the PCC over two independent variables 
x, y is shown in Equation (3). 

PCC =

∑n
i=1(xi − xʹ)(yi − ý )

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(xi − xʹ)2 ∑n

i=1
(yi − yʹ)2

√ (3) 

From the above equation, the xi represents the ith instance of the x, 
and notation x́  is the mean of all the samples of x. The abovementioned 
metrics are used to evaluate the proposed model in terms of feature 
significance. Similarly, the yi represents the ith instance of the y, and 
notation ý  is the mean of all the samples of y. The above discussed are 
some of the metrics that are used in evaluating the proposed model.

4. Feature engineering

The requirements that are associated with the prototype are assumed 
to be the features, and the feature engineering is significant in deter
mining which specific requirement is of higher priority and has to be 
incorporated before implementing the rest (Mamdouh Farghaly and Abd 
El-Hafeez, 2023). Initially, the feature weights are assigned using the 
Weighted Scoring Model (WSM) approach, and over the iterations, the 
feature weights are updated. The FR is generally given more weight than 
the NFR, based on customer preferences. However, not all the FR would 

have a higher weightage than the NFR. The block diagram in Fig. 6
represents the overall working of the proposed model.

4.1. Initial feature weight assessment using WSM

The initial feature weights are exceptionally significant in robust 
weight assessment at the subsequent rounds and faster convergence of 
the model (Mamdouh Farghaly and Abd, 2022; Siddiqa, 2024). Rather 

Fig. 6. Block diagram of the proposed FL-based DSD model.

Table 2 
The influential factor for each of the aspects of project development.

Aspect Influential Factor

Cost to Implement 0.2
Impact on Client 0.3
Risk Factor on Implementation 0.1
Project Dependency 0.2
Business Impact 0.2

Table 3 
The initial weights associated with Functional Requirements.

Requirement CoI IoC RFI PD BI Final 
Weight

User Account 
Creation

2×

0.2
3×

0.3
2×

0.1
1×

0.2
3×

0.2
2.3

User 
Authentication

2×

0.2
3×

0.3
2×

0.1
1×

0.2
2×

0.2
2.1

Product Catalog 3×

0.2
3×

0.3
3×

0.1
2×

0.2
2×

0.2
2.6

Product Reviews 2×

0.2
2×

0.3
2×

0.1
1×

0.2
2×

0.2
1.8

Payment 
Processing

3×

0.2
3×

0.3
3×

0.1
3×

0.2
3×

0.2
3

Customer Support 2×

0.2
2×

0.3
2×

0.1
2×

0.2
3×

0.2
2.2

Course 
Management

3×

0.2
3×

0.3
3×

0.1
2×

0.2
3×

0.2
2.8

Course Tracker 2×

0.2
3×

0.3
1×

0.1
1×

0.2
2×

0.2
2.0
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than randomly assigning the weights, which would result in an inap
propriate approximation of the weights (Guleria et al., 2022). The use of 
WSM in initial weight assessment would result in better-optimized pri
oritization, objective criteria, Cross-functional alignment, and trans
parency of the weight assignment process (Jadhav and Sonar, 2009). 
While the weights are assigned to the features, various aspects like Cost 
to Implement (CoI), Impact on Client (IoC), Risk Factor on Imple
mentation(RFI), Project Dependency (PD), and Business Impact (BI). 
Each of them is given a significant weight based on the dependability of 
the project. The influential factor of each aspect is shown in Table 2. The 
assigned weights for each of the FR and NFR requirements are shown in 
the table below using the WSM approach shown in Tables 3 and 4, 
respectively.

The formula for assessing the initial weights Iω The functional and 
non-functional requirements are presented in Equations (4) and (5), 
respectively. The coefficients for each of the aspects are as follows the 
notation a associated with CoI, the notation b associated with IoC, the 
notation c associated with RFI, the notation d associated with PD, and e 

is associated with BI. 

Iω(FR) = a × 0.2+ b × 0.3+ c × 0.1+ d × 0.2+ e × 0.2 (4) 

Iω(NFR) = λ × {a × 0.2 + b × 0.3 + c × 0.1 + d × 0.2 + e × 0.2 (5) 

From the above equation, the notation λ is the bias term that is 
considered 0.3 in the current study. The NFR has a comparatively lesser 
initial weight than the weights assigned to FR.

The above are the initial weights that are associated with some of the 
project requirements.

4.2. Feature weight updating using SGD

The initial weights that are approximated using the WSM technique 
are optimized using the Stochastic Gradient Descent technique (Anitha 
and Vanitha, 2022). The SGD technique is more feasible and has 
comparatively faster convergence when working with real-time data
sets. It works with the logic of updating the model parameters using only 
a single sample at each iteration. Its inherent noise ensures that the 
model will not be overfitted and can result in a better generalization by 
enabling the model to overcome the local minima and saddle points. 
SDG randomizes the training dataset to mitigate any potential bias 
caused by the sequence of training samples. The corresponding equation 
of SGD is shown in Equation (6). The initial weights of the feature are 
assigned using the WSM approach. 

ωʹ = ω − η • ∇G(ω) (6) 

From the above equation, the notation ωʹ represents the updated 
weight, and ω denotes the old weight. The notation η represents the 
learning rate, and ∇G(ω) represents the gradient of the loss function 
concerning the weights. The value of G(ω) is determined to using the 
Equation (7). 

G(ω) = 1
2
(y − yʹ)2 (7) 

In the above equation, the notation y designates the actual value, and 
ý  designates the predicted value. The corresponding algorithm for SGD 

Table 4 
The initial weights associated with Functional Requirements.

Requirement CoI IoC RFI PD BI Final 
Weight

Data Privacy 3×

0.2
3×

0.3
3×

0.1
2×

0.2
3×

0.2
0.84

Scalability 3×

0.2
2×

0.3
3×

0.1
1×

0.2
2×

0.2
0.63

Interoperability 3×

0.2
3×

0.3
3×

0.1
2×

0.2
2×

0.2
0.78

Compliance 3×

0.2
1×

0.3
2×

0.1
0×

0.2
1×

0.2
0.39

Maintainability 3×

0.2
0×

0.3
3×

0.1
1×

0.2
2×

0.2
0.45

Extensibility 2×

0.2
0×

0.3
2×

0.1
1×

0.2
3×

0.2
0.42

Documentation 1×

0.2
0×

0.3
1×

0.1
0×

0.2
1×

0.2
0.15

Personalization 3×

0.2
3×

0.3
3×

0.1
1×

0.2
3×

0.2
0.78

Table 5 
Algorithm for weight optimization using SGD.
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is shown in Table 5.

4.3. Feature weight updating using ACO

The second local model is implemented using the Ant Colony opti
mization technique (Yilmaz Eroglu and Akcan, 2024) for updating the 
feature weights. Updating feature weights by using the combined 
behavior of ants to discover optimum solutions in intricate search areas. 
ACO quickly examines the potential combinations of feature weights via 
a technique similar to ant pheromone trails, which guides the search to 

favorable sets. This strategy balances exploration and exploitation 
dynamically, improving the ability to avoid local optima and reach a 
more globally optimum set of feature weights (Farghaly et al., 2020). As 
a result, ACO may increase the precision of classification models by 
efficiently updating the feature weights. The initial feature weights are 
obtained from the WSM technique. The objective function concerning 
the ACO with a pheromone level τij for every path between the nodes i 
and j. The feature weights are selected as a probabilistic path selection 
among the node concerning the pheromone levels and a heuristic 
function as shown in Equation (8). 

Table 6 
Algorithm for weight optimization using ACO.

Fig. 7. Feature weight updating mechanism using SGD technique.
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ρm
i,j(k) =

[τij(k)]α • [ηij]
β

∑
r∈R m

i
[τir(k)]α • [ηir]

β (8) 

From the above equation, the notation τij(k) denotes the phenome
non level over the path i, j concerning the iteration k. The notation ηij 

designates the heuristic value and coefficients α, β regulates the phero
mone and heuristic information, respectively. The notation R m

i desig
nated all possible paths that an ant m can take from a node i. The 
phenomenon level can be updated using the mathematical function 
concerning to the evaporation rate ν for n number of ants as shown in 
Equation (9). 

τij(k+ 1) = (1 − ν) • τij(k)+
∑n

m=1
Δτm

ij (k) (9) 

From the above equation, the Δτm
ij (k) denotes the magnitude of the 

displacement of the ant m in the path ij. The corresponding algorithm for 
SGD is shown in the Table 6.

4.4. Implementation of the local models

The current section discusses the role of local models in updating the 
feature significance. The features here are the requirements, and the 
requirement’s weight decides the significance of the requirement in the 
overall prototype, and those requirements are addressed first before the 
other requirements are addressed. Each of the local models is explained 
in detail in the current sub-section of the manuscript.

Local Model 1: The first local model is implemented using the Sto
chastic Gradient Descent technique for updating the feature weights of 
the model. The initial weights are assigned to the requirement using the 
WSM. Then, the weights are updated using the SGD technique, where 
the learning rate and gradient loss are considered when updating the 
previous weight. SGD randomly selects a single data point for each up
date, unlike the slower technique that evaluates the full dataset. It cal
culates the gradient, which shows the direction of weight modification 
to minimize error. The weights are updated based on the gradient and a 
learning rate in the opposite direction of the error. This iterative 
approach cycles over the data through numerous iterations until the 
model achieves the lowest error. The corresponding architecture dia
gram is shown in Fig. 7.

Local Model 2: The second local model is implemented using the Ant 
Colony Optimization technique for updating the initial weights. 

Artificial “ants” explore a simulated feature space. A path’s “fitness” 
depends on factors like classification performance and feature subset 
size, which is analogous to a food source’s desirability for real ants. 
Pheromones replicate ant scent trails on selected features. Over time, 
these trails help ants combine features better. Features’ stronger pher
omone trails reflect a greater model performance contribution. ACO can 
efficiently search the feature space and find optimum weight
optimization of the features. The corresponding figure for ACO is shown 
in Fig. 8.

5. Role of federated learning in DSD

The current section of the manuscript presents the procedure that is 
followed in aggregating the feature weights to the global model. The 
feature weights that are assessed at the local models SGD and ACO are 
aggregated to assess the weight at the global model. Rather than relying 
on centralized data stored on a single server, federated learning algo
rithms learns from data distributed across multiple inter
connected client devices. Data confidentiality, integrity, security, access 
rights, and heterogeneity are some of the major issues addressed by a 
centralized server in most FL implementations, which then helps with 
training a distributed model. For FL to work, each client securely trains 
its central model through the model weight rather than sending the 
actual data (Jiang et al., 2022). Here is a mathematical expression for 
the FL as shown in Equation (10). 

Updated
ω∈R f(ω, p, q) = 1

n
∑n

i=1

1
kiDsize

∑ki,qDsize

j=1
f(ωj, psj, qsj) (10) 

From the above equation, the three parameters that are given as the 
input to the weight updating function are the current weight of the data 
point, i.e., feature. The variables (p, q) represents the coordinates of the 
matrix that holds the feature weights. The notation n denotes the 
number of clients in the FL environment. The variable ki denotes the 
number of data points in the ith client. The notation Dsize denotes the size 
of the data sample associated with the client. The above equation cal
culates the local mean over all local data samples. The function f(ωj, psj,

qsj) represents the evaluation of the model function on the jth sample 
from the ith client, with ωj being the model parameters and (psj, qsj) being 
the jth input–output pair of the sth client. The weight matrix ω(p, q) was 
shown in the Equation (11). 

Fig. 8. Feature weight updating mechanism using ACO technique.
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ω(p, q) =

⎡

⎣
ω11 .. . ω1p
. . .

ωq1 … ωpq

⎤

⎦

p × q

(11) 

The proposed model is evaluated concerning the loss measure, and it 
is always desired to have a minimal loss value. The loss is always desired 
to be minimal for a robust model. The loss measure is regulated by the 
learning rate associated with the global model. The function for the loss 
measure is shown in Equation (12). 

Rʹ
ωi
= ωi(t − 1) − γ • ∇Fi(ωi(t − 1) ) (12) 

From the above equation, The symbol ∇ denotes the gradient, which 
is a vector of partial derivatives concerning the model parameters. The 
objective function Fi assess the loss associated with the model on the 
client’s local data. The ωi(t − 1) represents the model parameters per
taining to the ith client at the previous time step. The γ represents the 
learning rate of the global model. The Rʹ

ωi 
determined the direction of 

the gradient. The aggregation of the feature weights is shown in Equa
tion (13)

ωg =
∑n

i=1

ωi
L1 + ωi

L2
2

(13) 

The above equation is evaluated when both the local models have 
identical features, where the above equation is repeated for all the n 
features that are considered. The notation ωi

L1 designated the weight of 
the ith feature of local model L1 and similarly, ωi

L2 designated the weight 
of the ith feature of local model L2. When the feature is associated with 
only a single local model, the weight was assessed, as shown in Equation 
(14). 

ωg =
∑n

i=1

ωi
x + ωi

x
2

(14) 

From the above equation, the notation ωi
x denotes the ith feature 

Fig. 9. The FL-based global model is built on local models with a feature aggregator.
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weight of the local model x. Where the same weight is assigned to the 
global model in case the feature is associated with a single local model. 
The corresponding figure for FL with two local models, as discussed in 
the current study, is shown in Fig. 9.

The FL model can be further incorporated with multiple local models 
for requirement prioritization. Adding more local models would result in 
a considerable trade-off between the accuracy and the computational 
resources needed to maintain the network. However, the current study is 
confined to two local models for building the FL network.

6. Results and discussion

The performance of the proposed FL model for DSD is evaluated, and 
various loss measures like MSE, MAE, and PCC are used to evaluate the 
performance of the model. The feature weights determine the 

significance of the requirements, the loss measure illustrates the actual 
weight that is associated with the requirement and the assessed weight 
using the FL model from the local models. It is desired to have a minimal 
loss when evaluating the difference between the predicted loss and the 
actual loss. The loss associated with the local model and the global 
model is being assessed for some of the FR and NFR that are considered 
in the current study. The evaluations are done on both the case studies 
that are considered in the current study.

6.1. Observation of case study: E-commerce website

The requirements associated with the e-commerce website prototype 
are evaluated in relation to various loss measures. The FR and NFR are 
separately evaluated to assess the robustness of the model. Only some of 
the requirements from both FR and NFR are considered to confine the 
study. The evaluation of the FR is shown in Table 7 and the NFR eval
uations are tabulated in Table 8. Figs. 10 and 11 represents the graphs 
associated with loss measures for FR and NFR, respectively.

It can be observed from the above graphs that the loss associated 
with the FR is comparatively lesser than the NFR. This could be due to 
diversity and dependencies associated with the requirements.

6.2. Observation of case study: Learning Management System

The performance of the proposed model for evaluating in developing 
the Learning Management System prototype. The FR and NFR are 
evaluated using the loss measures to determine the robustness of the 
model. Some of the FR and NFR are in common for both case studies. The 
corresponding loss values observed when evaluating the FR are pre
sented in Table 9, and the corresponding graphs are shown in Fig. 12. 
The corresponding loss values associated with NFR are presented in 
Table 10, and their corresponding graphs are in Fig. 13.

It can be observed from the loss measures that the FR has compar
atively lesser loss values than the NFR. The NFR priorities would change 
for each software that is designed and the development model that is 
used in building the prototype.

A table that summarizes the performances of the proposed model 
across two distinct case studies for both FR and NFR of eight each is 
shown in Table 11. The statistical analysis would assist in better 
analyzing the performance of the DSD model in the FL environment.

It can be observed from the above table, across both the case studies, 

Table 7 
The loss measures associated with the function requirements of the E-commerce 
website.

Requirements MSE MAE PCC

FR1:User Account Creation 0.012 0.134 0.998
FR2:User Authentication 0.087 0.173 0.996
FR3:User Profile Management 0.203 0.338 0.982
FR4: Product Catalog 0.105 0.293 0.987
FR5: Product Reviews 0.304 0.384 0.981
FR6: Shopping Basket 0.110 0.200 0.986
FR7: Order Management 0.181 0.314 0.987
FR8: Payment Processing 0.027 0.192 0.993

Table 8 
The loss measures are associated with the function requirements of the E-com
merce website.

Requirements MSE MAE PCC

NFR1: Data Privacy 0.207 0.332 0.964
NFR2: Scalability 0.146 0.227 0.981
NFR3: Maintainability 0.111 0.198 0.990
NFR4: Cross-Browser Compatibility 0.224 0.305 0.952
NFR5: Load Handling 0.173 0.294 0.989
NFR6: Interoperability 0.096 0.21 0.973
NFR7: Audibility 0.237 0.289 0.968
NFR8: Version Control 0.154 0.318 0.987

Fig. 10. The graph represents the loss measure associated with the Functional Requirements in E-commerce website.
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that the FR has lesser loss compared to NFR, as FR is given more sig
nificance as they are the immediate requirements that the client would 
assess. Hence, the FR is implemented prior to that giving weightage to 

the NFR. Furthermore, the time delay associated with the combined 
implementation of the proposed model for both FR and NFR for both 
case studies is shown in Fig. 14. The time delay presented in the above 

Fig. 11. The graph represents the loss measure associated with the Non-Functional Requirements in E-commerce website.

Table 9 
The loss measures are associated with the functional requirements of the 
Learning Management System prototype.

Requirements MSE MAE PCC

FR1:User Account Creation 0.017 0.102 0.997
FR2:User Authentication 0.048 0.150 0.996
FR3:User Profile Management 0.189 0.287 0.990
FR4: Course Management 0.093 0.119 0.986
FR5: Teacher-Course Mapping 0.185 0.221 0.984
FR6: Student-Course Mapping 0.176 0.207 0.982
FR7: Course Organizer 0.212 0.257 0.968
FR8: Assessment Module 0.138 0.186 0.990

Fig. 12. The graph represents the loss measure associated with the Functional Requirements in the Learning Management System prototype.

Table 10 
The loss measures are associated with the function requirements of the Learning 
Management System prototype.

Requirements MSE MAE PCC

NFR1: Responsiveness 0.198 0.243 0.977
NFR2: Scalability 0.117 0.132 0.990
NFR3: Maintainability 0.099 0.126 0.993
NFR4: Latency 0.099 0.171 0.990
NFR5: Customization 0.191 0.224 0.969
NFR6: Interoperability 0.105 0.200 0.981
NFR7: Modularity 0.162 0.246 0.975
NFR8: Documentation 0.143 0.212 0.988
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figure is only associated with feature weight engineering, which in
cludes the initial weight assessment and updating the weight. The time 
delay is shown in the total time for both the FR and NFR in both the test 
cases. The time delay largely depends on the underlying model used in 
weight updating, the number of features being considered, and the 
hyperparameters associated with the implementation.

6.3. Latency analysis

The latency measure indicated the total delay incurred in imple
menting the FL model through the local models. The delay is associated 
with pushing and aggregating the local weights at the global model. 
Many factors influence the latency of the network delay, processing 
delay, computational delay at the aggregator, and the number of fea
tures being processed (Ahmed et al., 2023). The delay associated with 
implementing each case study over multiple iterations is presented in 
Table 11, and the corresponding graphs are shown in Fig. 15.

The delay is largely associated with the number of features associ
ated with each software prototype. The latency increases with the 
number of features and iterations associated with evaluation. The details 
of the time delay must be further evaluated concerning network delay, 
processing delay, queuing delay, and delay associated with updating the 
value at the global model for better comprehensiveness of the model.

6.4. Practical implications

In the federated learning environment, the global model is built at 
the top of multiple local models, i.e., the feature weights at the local 
level are fed as input for the aggregator at the global model. When 
divergent local models are being implemented over distinct projects, the 
NFR for each project would vary, a particular NFR might be of higher 
priority for a particular project, and it may be least significant to the 
other. In such cases, the aggregation might inappropriately assess the 
feature weight for the global model. This is considered one of the major 
of the FL base DSD mechanism. The technical challenges include data 
heterogeneity across divergent software prototype models and Feature 
Inconsistencies. The feature significance largely depends on purpose and 
requirement elucidation by the client concerning the prototype. Inap
propriate aggregation of feature weights would mislead the feature 
significance in the global model. Some of the other challenges associated 
with FL are communication overhead, latency issues, and coordinating 
the updates from various nodes at the global model synchronously. 
These are a few challenges that can be focused on in future research in 
FL-based DSD approaches.

The FL endorses the security of the information shared over the web, 
where the feature weights are shared on the internet, rather than the 
feature-related information. The current model did not analyze the se
curity aspects of the FL environment. The security and privacy of the 

Fig. 13. The graph represents the loss measure associated with the Non-Functional Requirements in the Learning Management System prototype.

Table 11 
The summary of performances of the DSD model in the FL Environment.

Case Study Type of Requirement MSE MAE PCC

E-commerce website FR 0.128 0.253 0.988
NFR 0.168 0.271 0.975

Learning Management 
System

FR 0.132 0.191 0.986
NFR 0.139 0.194 0.982

Fig. 14. The graph represents the time delay associated with each of the 
case studies.
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data are the pivotal point of federated learning, which must be further 
analyzed for better comprehensibility of the study. The current study’s 
metrics evaluated concerning federated learning are confined to latency. 
However, the privacy concerns are not evaluated, which is the potential 
limitation of the current study. The privacy of the information and de
lays associated with model building may be further evaluated for better 
statistical analysis of the model.

7. Conclusion

The current study on the federated learning-based distributed soft
ware development model portrays the feasibility of implementing the 
rapid prototyping of the agile software development model and the 
practical implications thereof. The current study has considered two 
local models to work with the global model, where the feature weights 
assessed at the local models using the Stochastic Gradient Descent 
technique and Ant Colony Optimization techniques are aggregated 
together to formulate the weights at the global model. The study is 
evaluated across a range of functional and non-functional requirements 
for both the case studies on the E-Commerce website and Learning 
management system prototypes, and the performances are assessed 
using loss measures like MSE, MAE, and Pearson Correlation Coefficient. 
It is observed that the model has exhibited reasonable performance in 
terms of evaluation metrics. The latency associated with processing the 
requirements over multiple iterations is evaluated in the current study.

The model can be further evaluated by examining more features and 
divergent evaluation metrics. The federated learning model for distrib
uted software development can be further evaluated by implementing 
the local model over two distinct software prototypes and integrating 
them over the global model distinct from the local models, which would 
be the more appropriate way of evaluating the federated learning 
environment. The performance of the model federated learning model 
may be further evaluated using divergent evaluation metrics and with 
more local models to analyze the suitability of the software engineering 
and requirement engineering domains. Robust model convergence may 
be achieved by investigating improved aggregation methods and 

adaptive learning strategies, which can handle non-independently and 
identically distributed data. Managing versions of FL models and 
maintaining integrity across remote models is exceptionally significant 
in developing a robust software model. This is considered to be one of 
the exceptionally important concerns in the FL environment, and it is 
considered to be one of the significant future research directions.
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